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Executive Summary  

This document presents the resulting prototypes of the Evolved 5G Service layer solutions that have been 
developed as part of the 5GZORRO platform. These have been derived from the activities done within the 
Work Package (WP) 3, and specifically the document presents the essential features of all the Evolved 5G 
Service layer software components. The implemented prototypes are aligned to the design guidelines 
reported in previous deliverables (i.e., D3.1 [1] and D3.3 [2]) and are the result of continuous development 
and integration efforts performed by multiple software teams, taking also into account validation feedback 
from WP5. 

In summary, this document is organized to describe: 

• The actual software components that have been implemented inside each one of the three WP3 
functional pillars: Governance, Marketplace, and Cross-domain Analytics & Intelligence. 

• The description of underlying technology enablers (i.e., Distributed Ledger Technologies (DLTs) and 
the Data Lake) in terms of configurations and/or customizations implemented in order to realise 
the 5GZORRO Service layer solutions. 

• The main features and implementation details of each developed component, including the 
intended usage patterns to show what can be achieved by using this prototype.   

• Results of validation tests, including functional tests for the various modules and integration tests, 
to demonstrate the proper functionality of the involved components and their interrelation. 

• Hardware and software requirements and installation instructions for the presented prototype, 
including pointers to the additional documentation about installation and usage that is publicly 
available online in the project software repository. 
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1. Introduction 

This Deliverable D3.2 documents the final implementation of the 5GZORRO Evolved 5G Service layer 
solutions, enabled through Distributed Ledger Technologies (DLTs) and Artificial Intelligence for IT 
operations (AIOps). The work described in this Deliverable represents the main implementation-related 
outcomes of tasks T3.1, T3.2 and T3.3. This document complements the documentation of the 5GZORRO 
Software Platform presented in D2.4 [3], mainly focusing on software modules related to the Evolved 5G 
Service layer solutions, which are realized by the Governance, Marketplace, Cross-domain Analytics & 
Intelligence applications as designed in D3.3 [2].  

The development work reported in this document reflects the implementation of the 5GZORRO Software 
Architecture described in Deliverable D2.4 [3]. Starting from this guideline, the architectural components of 
the 5GZORRO Platform have been implemented in terms of software modules resulting in a mapping 
between functional entities and actual software components as depicted in Figure 1-1. In order to help the 
readers to navigate through the rest of the document, the specific software modules developed as part of 
WP3 are listed and highlighted in the yellow notes of Figure 1-1. 

Moreover, we describe the capabilities of the released prototypes by going through some usage scenarios 
of the user-facing components of the platform, namely the 5GZORRO (Governance & Marketplace) Portal. 
Results of functional tests for the various modules are also included, together with the validation of the 
prototypes integration to demonstrate the system capabilities for multi-party offers trading, SLA lifecycle 
management, as well as the distributed intelligent and automated data-driven resource management. 
Additionally, this document provides the information necessary to deploy and use the developed 
prototypes. 

This document presents the final release of software prototypes corresponding to the consolidation of WP3 
outcomes. These are available in the 5GZORRO GitHub organization [4] and tagged as 5gzorro-full-1.0-pre-
final. Nevertheless, some adjustments can still be realized in the different prototypes until the end of the 
project based on feedback received from the validation trials performed under WP5, which will be directly 
reported in the software documentation material included in the available repositories (tagged as final). 

1.1.Document outline 

The document is structured as follows: 

• Section 2 describes the software prototypes of the Governance Platform, including the main 
aspects of the Governance DLT and validation tests related to the management of distributed 
identifiers and credentials.  

• Section 3 describes the software prototypes of the Marketplace Platform, including the main 
aspects of the Marketplace DLT and validation tests related to the management of offers, contracts, 
and spectokens. 

• Section 4 describes the software prototypes of the AIOps Platform, including the main aspects of 
the Operational Data Lake and validation tests related to the discovery of offers, the processing of 
monitoring data, and SLA breach predictions. 

• Section 5 provides the instructions necessary to install the developed prototypes, including the 
mapping of modules required according to the stakeholder role.  

• Section 6 concludes and summarises the document. 

• Section 7 lists the references.  

• Section 8 lists the abbreviations used that appear in the document. 
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Figure 1-1: Software modules implementing the 5GZORRO Marketplace, Governance and Cross-domain Analytics & Intelligence for AIOps Platforms
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2. Governance Platform Prototypes 

The 5GZORRO Governance Platform comprises a set of software modules that are deployed by 
Administrative type stakeholders, and provides core governance capabilities essential to marketplace 
functionalities.  Services include marketplace governance management through stakeholder identity, 
decentralized credentials & licenses verification and authorization, Distributed Identifier (DID) tagging of 
assets (Product Offers, SLAs, etc.), and a managed repository for submitted legal prose templates. Whilst 
deployed and operated exclusively by admin stakeholders, the services provided by these applications are 
made available to all 5GZORRO stakeholders, that are Regulators or Traders, and their platforms, through 
service interfaces. Some of these services can be utilised by non-admin stakeholders, using enabled service 
endpoints according to the type of stakeholder interacting with them. 

A governance portal is provided to all stakeholder types, to enable governance admin stakeholders to 
perform associated workflow tasks, such as accepting/rejecting platform membership requests, reviewing 
proposed legal prose template updates, etc., and to enable non-admin stakeholder actions in the scope of 
requesting membership to the marketplace, requesting licenses to trade certain products and/or services, 
and more. Figure 2-1 quickly summarizes the interactions between the available Governance applications 
and the Governance DLT that supports the aforementioned capabilities. 

 

Figure 2-1: Governance Platform Architecture 
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The Governance Manager framework functionalities, detailed in previous design documents (i.e. D3.1 [1] 
and D3.3 [2]), are provided by the Identity & Permissions Manager (ID&P) component, assuring, at a 
technical level, the logic to perform governance decisions based on proposals. This is done by issuing 
Verifiable Credential (VC) claims, to check the membership status of stakeholders’ credentials, and to 
revoke issued memberships whenever a breach is confirmed. 

2.1.Governance DLT 

As a distributed ledger, the Governance DLT has the job of supporting the ID&P in providing decentralized 
verifiable DID Registry features, including creation of Distributed Identifiers and VC schemas, enabling the 
revocation of issued credentials, and issuing public keys. 

2.1.1. Main Functionalities 

As detailed in Deliverable D3.1 [1], the DLT is meant to support the governance aspect of the marketplace, 
providing a high level of transparency by enabling a decentralized management of the platform.  A DLT is 
crucial to give the ability for each stakeholder to participate in the marketplace, stating their intended role 
and capabilities. In turn, by having their information validated and approved, the marketplace will 
inherently have a high level of confidence and trust in performing negotiation actions with the stakeholder 
and its assets. 

Having the Sovrin Foundation [5] type of DIDs as basis, the Governance DLT includes a Ledger Browser, 
contributed by the Province of British Columbia [6], that enables the registration of new DIDs to the Ledger 
for new identity owners. The Ledger Browser also allows an admin to see the status of the nodes of a 
network (under Validator Node Status), and browse, search, and filter the transactions performed on the 
Ledger (by accessing Ledger State). As depicted in Figure 2-2, it is possible to overview the layout of the 
Governance DLT’s GUI. 

 

Figure 2-2: Governance DLT Ledger Browser 

By having distributed nodes, the ecosystem does not require reliance on a centralized system to represent, 
control, or verify an entity’s digital identity data, providing load balancing features whenever one of the 
nodes is unavailable at a given time.  
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Taking into account that various legal requirements apply across Europe in relation to authenticated 
persons/entities that own certain types of assets, there is a huge level of obligation for an entity to be 
represented, exchanged, secured, protected, and verified in an interoperable manner, using open, public 
standards. As such, the Governance DLT is crucial component on the operations of the ID&P, because it 
allows for the latter to issue a requested VC, as part of the stakeholder on-boarding workflow, that can be 
used in an open Marketplace. 

2.1.2. Prototype Implementation 

The Governance DLT in 5GZORRO is based on a VON Network [7], an open-source project developed by the 
Province of British Columbia, which corresponds to the Governance DLT detailed before. This project itself 
is based on the Hyperledger Indy project [8], which is currently the main reference implementation of a 
distributed ledger, based on Redundant Byzantine Fault Tolerant (RBFT) state machine replication 
consensus protocols, to provide a W3C compliant self-sovereign identity ecosystem. 

As illustrated below, in Figure 2-3, by relying on Indy’s nodes, it is possible to establish DID Communications 
between the Hyperledger Aries-based Identity & Permissions Agent (see Section 2.2) and the Governance 
DLT, by connecting to one of the available nodes, which provide an asynchronous encrypted protocol for 
secure, private, and authenticated message-based communication, where trust is rooted in DIDs and used 
over a wide variety of transports.  

 

Figure 2-3: DID Communication between Governance DLT – Identity & Permissions 

An Indy Node contains everything required to run the node of a distributed ledger for Self-Sovereign 
Identity. It is separated from, but commonly associated with, the distributed ledger from the Sovrin 
Foundation. Due to the usage of the Hyperledger Identity stack (see D3.1 [1]), there is a more seamless 
integration with Indy and other layers of the application, which effectively removes the worrying aspect of 
setting up each of the nodes. 

Currently, the Governance DLT requires a Virtual Machine running with an Ubuntu Operating System 
compatible with Docker, to leverage the project’s images into several containers, both for the virtualized 
nodes and the controller, considering that the DLT is a multi-container application. At the hardware level, 
the Governance DLT shares the same Virtual Machine with the ID&P component, which had allocated to it 
2 virtual CPUs, with a 2GHz maximum potency each, 4 GB of RAM, and 80 GB of internal storage. 
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This module, by being the main artefact in the registration of DIDs and VCs into the blockchain, alongside 
the Hyperledger Aries Agents, is a stated pre-requisite of the Identity & Permissions component. 

2.2.Identity and Permissions Manager 

The Identity and Permissions Manager (ID&P) module is responsible for facilitating and coordinating 
marketplace governance in a decentralized fashion. It supplies the mechanisms required to: 

• Generate unique identifiers in the 5GZORRO ecosystem.  

• Recognise communicating endpoints between the Agents. 

• Identify and authorize entities, services, and organizations to access provisioned services and 
resources in the 5GZORRO marketplace.  

This decentralization aspect is comprised by having several ID&P Agents, that are attributed to certain 
entities during business negotiations, to which they occupy certain roles in the marketplace: Administrators, 
Regulators or Traders. 

ID&P enables trading-centric entities to identify providers, consumers, services, offers, etc., by upholding 
VCs associated with DIDs. The module prevents unauthorised access to functionalities, services, resources, 
and data, making access control enforcement as granular as possible. Credentials that represent rights to 
engage on certain assets are reviewed and managed by Administrators & Regulators. 

Any Administrator of the platform is responsible for reviewing and issuing a decision on a stakeholder 
credential proposal, subject to governance. Likewise, a Regulator is tasked to oversee and resolve a license 
credential proposal. This decentralized process is supported by the Governance DLT (described previously) 
in order to ensure full transparency and auditability.   

2.2.1. Main Functionalities 

To support the functionalities envisioned for the component and the governance aspects of the platform, 
Hyperledger ARIES [10] serves as the main baseline for some of the Identity and Permission Manager 
features.  

More precisely, ID&P relies on Hyperledger ARIES Cloud Agent Python (ACA-Py) [9], a framework that 
complements Hyperledger Indy, by providing a toolkit to create DID Agents that manage the creation, 
transmission, storage and/or verification of DID verifiable digital credentials that are compliant with W3C 
VCs. This project is jointly working with the Decentralized Identity Foundation (DIF) [11] to develop a secure 
and standard communication based on DIDs — DID Comm – to enable DID Agents interoperability, 
regardless of any used DLT technology, as interoperability is crucial for the transmission aspect of the DIDs. 

As described in Figure 2-4, the high-level architecture of an ID&P Agent is implemented as follows: 

Step 1: An Identity & Permissions Agent controller is responsible for interacting with an associated 
Hyperledger ACA-Py instance. This instance registers a seed in the Governance DLT, in order to generate a 
unique wallet, bound to the agent, that is provisioned by the DLT. 

Step 2: The ACA-Py instance exposes a REST API to be used by the ID&P controller for all the functionalities 
it is configured to handle. Each of the DID Comm protocols supported by the agent adds a set of messages 
for the controller to use in responding to events.  

Step 3: Whenever an ID&P controller interacts with its assigned ACA-Py for credential requests and/or 
issuance orders, the DID Comm protocols existent between the Governance DLT and the Hyperledger ARIES 
Agent are triggered, thus resulting in writing events to the Blockchain, logging the performed transactions. 
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Figure 2-4: Architecture of Identity & Permissions integration with Hyperledger ARIES 

The process of approving or declining a Trader-type stakeholder application for a Stakeholder Membership 
is partaken by an Administrator. In this case, a Trader has to state their intended role and capabilities. 
Regarding Stakeholder Licensing, the process is largely the same, with the difference being the Regulator 
Agent handling it. The steps are illustrated in Figure 2-5. 

Step 1: A Credential proposal is made by an entity to the Governance Portal deployed in its assigned 
stakeholder domain. The user can keep track of the status of the Credential request on the appropriate 
interfaces. 

Step 2: Governance Portal dispatches the request to the corresponding Identity & Permissions Agent, 
where a unique DID is created for global identification of the proposal, and the proposal is stored in 
distributed storage with a status of REQUESTED. 

Step 3-4: After being notified by the ID&P Trading Agent, the Administrator/Regulator stakeholder reviews 
the information associated with the proposal through the Governance Portal and, by cross-checking with 
relevant documents, issues a decision (approval/rejection) for the VC proposal. 
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Step 5-6 (only on approval): When deciding to approve the Credential, the required procedures are 
performed to issue the VC on the blockchain, through the Governance DLT, and to register a transaction of 
this action. 

Step 7: The outcome is then relayed across the involved components, to then reach the Governance Portal 
where the entity can overview the decision & the VC’s info. 

 

Figure 2-5: VC request/issuance Workflow 

2.2.2. Prototype Implementation 

The DID Agent component, as explained previously, is the core deployable component of 5GZORRO ID&P, 
and it follows the main principles of DIF Cloud Agent design [11]. Each DID Agent holds a DID Wallet, 
according to the DLT technology used, that includes DIDs issued by the Agent, VCs issued by an 
Admin/Regulator Agent, and secured storage to handle private keys.  

To check the module’s code and instructions on the needed requirements and how to deploy it, the 
following reference is applicable [12]. The repository, accessible through the public 5GZORRO GitHub space, 
is open-source and available under APACHE 2.0 License. 

By exposing the REST API of the DID Agents through OpenAPI, components such as the Governance Portal, 
the Legal Prose Repository (LPR), the Smart Contract Lifecycle Manager (SCLCM), etc., can interact with the 
interfaces of the appropriate ID&P Operator instances. 

For the prototype released with this deliverable, there are envisaged three main types of DID Agent 
components (see Figure 2-6). 
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Figure 2-6: ID&P Deployable Agents and their interactions 

● Trading DID Agent: it provides specific business logic to request & manage VCs required to support 
trustworthy trading of 5G Offers in 5GZORRO Marketplace. The Trading DID Agent will require to 
have a Credential approved by an Admin/Regulator Agent. Trading Agent DIDs will be registered in 
the Governance DLT via endorsers, which correspond to the existing Admin DID Agents. By 
checking  Figure 2-7, the endpoints from the OpenAPI available to the Trading Agent type can be 
consulted. As detailed in D3.3 [2], this DID Agent may play two roles:  

o Provider Trading Agent: it plays the role of the Verifiable Credential Offer Provider 

o Consumer Trading Agent: it plays the role of the Verifiable Credential Offer Consumer. 
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Figure 2-7: ID&P Trading Agent OpenAPI 

The main operations partaken by the Trading Agent when using its corresponding API can be found under 
the Holder tag, as it includes the operations & capabilities of a Trading Operator, such as applying for a 
Stakeholder Membership and/or License Credential. The endpoints under the aforementioned tag serve 
the Governance Portal interface for the Trader. 

● Regulator DID Agent: This Agent provides additional business logic required to issue VCs 
representative of Licenses, for 5G regulated resources notably 5G Spectrum resources. Since acting 
on issuance of credentials just as Admin DID Agents, Regulator DID Agents also have permissions to 
write in the Governance DLT. Figure 2-8 displays the Regulator’s OpenAPI interface. 
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Figure 2-8: ID&P Regulator Agent OpenAPI 

For the Regulator Agent, specifically in the Regulator tag, are bestowed the required operations for its role, 
which correspond to the assessment & decision-making on Licenses requested by Traders, that, in case of 
approval, result in the issuance of a Stakeholder License Credential. Despite having access to some of the 
same type of endpoints found in a Trading Agent, the operations & capabilities under the Holder tag are 
limited to the scope of applying & checking for a Stakeholder Membership Credential, since it’s not possible 
for a Regulator to self-issue Licenses to himself. This would also cause conflict of interests. The endpoints 
that fall under the reported tags serve the Governance Portal interface for the Regulator. 

● Admin DID Agent: It provides specific business logic to be used to issue VCs on Providers & 
Regulators request, and to manage said governance VCs, particularly credentials about 5GZORRO 
Stakeholders Marketplace membership. Admin DID Agents have permissions to write in the 
Governance DLT and can also interact with the same type of endpoints as the Trading DID Agent, 
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for non-Administrative purposes. In Figure 2-9, the OpenAPI showcasing all available Admin 
functionalities can be checked. 

  

Figure 2-9: ID&P Admin Agent OpenAPI 

In regards to the Admin Agent, the required operations for its role can be found under the Issuer tag.  Here, 
the Admin Agent can use his set of endpoints for the assessment & decision-making on Membership 
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requests made by Traders & Regulators alike. If the Admin chooses to approve the request, this will result 
in the issuance of a Stakeholder Membership Credential. Contrary to a Regulator Agent, the operations & 
capabilities under the Holder tag attributed to an Admin have no limitations, since the Admin can act as a 
Trader in a different Marketplace. The endpoints reported under the specified tags serve the Governance 
Portal interface for the Administrator. 

2.3.Legal Prose Repository 

The main scope of the Legal Prose Repository (LPR) is to provide a storage service for the legal templates 
used in 5GZORRO Platform as baseline for the creation of legal documents such as Service Level 
Agreements (SLAs) and Licenses. The design of the modules, originally reported in deliverable D3.1 [1], has 
been evolved in line with the platform requirements as explained in D3.3 [2] where its final version is 
reported. 

2.3.1. Main Functionalities 

The LPR offers to other platform modules a specific interface to interact with the legal template storage, 
enabling the possibility to perform template manipulation operations, in line with APIs reported in D3.3 [2]: 

• Create new Legal Templates 

• Retrieve existing template list and/or specific Legal Template 

• Remove existing Legal Templates from the storage 

The interface is usually consumed by modules requiring legal templates to perform their operations, i.e., 
the SCLCM, described in Section 3.3, and the Governance Portal, described in Section 2.4. In particular, the 
Governance Portal provides a GUI that allows human users to store new templates in the LPR and to modify 
the existing ones to create legal documents. Figure 2-10 shows the LPR interaction with the rest of 
5GZORRO Platform.  

 

Figure 2-10: LPR interaction schema 

Following the figure above, it can be noticed that the LPR interacts also with the ID&P (see Section 2.2). 
This is due to the fact that each Legal Template in the LPR is univocally identified in the federation of 
5GZORRO stakeholders through a DID, released by the ID&P when a new template is created and stored in 
the internal LPR storage. 
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2.3.2. Prototype Implementation 

The LPR is implemented as a Java application, based on Spring Boot [13] application framework that 
facilitates the integration of the internal submodules. Figure 2-11 depicts the LPR software architecture 
consisting of 3 main submodules and an internal storage. 

 

Figure 2-11: LPR software architecture 

The API REST Controller implements the LPR Northbound Interface (NBI) that exposes the services provided 
towards the SCLCM and Governance Portal, which consume them for the purposes of the 5GZORRO 
Marketplace. The set of APIs exposed follows the OpenAPI specification [14] as shown in Figure 2-12.  

 

Figure 2-12: LPR OpenAPI NBI  

The NBI is internally mapped to a specific module that implements the Service API, which represent the 
Service Logic behind the API exposed towards the other modules. The Service API module interfaces 
directly with both ID&P REST Client and the Template Storage. The former provides the mean to interact 
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with the ID&P for the management of Template DIDs, while the logic behind the requests still resides in the 
Service API module. The latter is an instance of PostgreSQL [15], used for the storage of the template 
themselves. As discussed in D3.3 [2], Legal Templates are data in JSON format, parametrized by using a 
technology called JSON Template Language [16], that allows the dynamic substitution of given parameters 
injected into a natural language text. Below an example taken from D3.3 [2], here reported for the sake of 
clarification. 

Example Data Model with values 

{ 

  "agreement-data": { 

    "number": 3, 

    "time-unit": "months" 

  } 

} 

Example Parametric Clause 

Clause 1: “Deployed service can be accessed for maximum ${agreement-data.number} 
${agreement-data.time-unit}“ 

Resulting Text Expansion (Data Model values + Parametric Clause) 

Clause 1: “Deployed service can be accessed for maximum 3 months “ 

In terms of deployment, the LPR can run directly into a bare metal server, a virtual machine or even as a 
software container. This third one, i.e. the software container, is the target virtualization form selected for 
the module in 5GZORRO, where LPR is deployed as Docker [17] container orchestrated by Kubernetes (k8s) 
[18]. The explicit interaction with the ID&P through a request response paradigm, builds a weak 
dependency between the two modules: the LPR can run alone, but requires the ID&P for a minimal set of 
operations related to the creation of a DID. In absence of ID&P, no new templates can be stored, and the 
operations allowed are limited to Retrieval and Delete. 

The code and the OpenAPI definition are open-source and available under an APACHE 2.0 License in a 
public repo on GitHub, in the project space maintained by 5GZORRO, using the following reference [19].  

2.4.Governance Portal 

The Governance Portal is a component of 5GOZRRO’s web GUI which supports Governance functionalities 
by interacting directly with ID&P (Section 2.2) and the LPR (Section 2.3). 

As previously described in D3.1 [1], 5GZORRO follows a model in which a set of stakeholders have the 
power to decide on actions previously requested by other stakeholders. This model itself differs for each 
type of request: e.g., an Administrator Agent is in charge of handling the onboarding of stakeholder into 
the platform, and a Regulator Agent is in charge of managing the registration of stakeholders’ licenses for 
resource negotiation.  

Upon approval or rejection of a stakeholder request, the action is properly signed and registered on-chain, 
ensuring the authenticity of the process.  

2.4.1.Main Functionalities 

Being a Web GUI, the Governance Portal provides the views and interfaces needed for the stakeholders to 
directly interact with the 5GZORRO implemented governance functionalities. As mentioned before, these 
functionalities are made available by the Portal through the interaction with ID&P and the LPR modules.  
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Regarding the interaction with the ID&P, the Portal allows a stakeholder to apply for a Stakeholder and/or a 
Licensing Credential. Depending on the stakeholder type, a different set of functionalities are made 
available by the Portal that include the proposal, review, approval or rejection of these credentials. The 
available functionalities are determined by the stakeholder type that is accessing the Portal.  

The workflow for requesting, approving, or refusing a Stakeholder Membership Credential and can be 
described as follows:  

1. A Trader/Regulator stakeholder accesses the 5GZORRO Portal and registers. 

2. A Stakeholder Membership Credential request is sent to ID&P module. 

3. The stakeholder navigates to the login page and receives the approval status of his credential. 

4. A Governance Administrator stakeholder accesses the 5GZORRO Portal. 

5. The Administrator navigates to his personal interface showing all Stakeholder Membership 
Credentials pending for approval.  

6. The Administrator approves or refuses the Stakeholder Membership Credential. 

7. If the credential was approved the Trader/Regulator stakeholder is given access to the 5GZORRO 
Portal. 

The workflow for requesting, approving, or refusing a license credential can be described as follows:  

1. A Trader stakeholder accesses the 5GZORRO Portal and requests a License Credential. 

2. A License Credential request is sent to ID&P module. 

3. The Stakeholder navigates to his personal interface to watch the approval status of his credential.  

4. A Regulator Stakeholder accesses the 5GZORRO Portal. 

5. The Regulator navigates to his personal interface showing all License Credentials pending for 
approval.  

6. The Regulator approves or refuses the License Credential. 

By interacting with the LPR, the Portal supports the creation and retrieval of legal prose templates. The 
workflow for these functionalities can be described as follows:  

1. A stakeholder accesses the 5GZORRO Portal and submits a new legal prose template. 

2. The request is sent to LPR module. 

3. The stakeholder navigates to his personal interface and retrieves all the templates created. 

4. The stakeholder can see the details of each template directly from the Portal.  

2.4.2.Prototype Implementation 

As a component of 5GOZRRO’s web GUI, the Governance Portal is a Frontend application written in 
JavaScript using ReactJS framework. Additionally, it uses the CoreUI react dashboard template library. As a 
Frontend web application, it provides the structure, appearance, behaviour, and content of everything that 
appears on browser displays when 5GZORRO portal/website is accessed. All the data and functionality are 
provided indirectly from the backstage 5GZORRO components’ APIs with which the Portal interacts.  

The deployment of the Portal consists of three separate nginx images, each one with the files for one 
specific deploy instance (operator-a, operator-b, operator-c, or regulator-a). 

The source code and instructions on how to deploy can be found on 5GZORRO Github page, using the 
reference [20]. Deployment files related to k8s deployments are also available. 
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2.5.Validation Tests 

This subsection reports the tests performed to validate the different operations supported by the 
Governance applications. For each software prototype, we first document the set of functional tests 
executed per component, which are in line with the supported operations declared in D3.3 [2], and then we 
provide some usage scenarios illustrating the joint operation of the components to handle the considered 
requests from the user-facing Governance Portal. 

2.5.1.Functional Tests 

Table 2-1 lists the set of tests performed to validate the functionalities implemented by the ID&P’s 
Authentication API. These tests are the result of the integration work done primarily with the VPN-as-a-
Service component (see D4.3 [21]). The tests reported were performed by the VPN-as-a-Service, where it 
would query an Id&P Agent to receive and validate the obtained key-pairing against other Agents, in order 
to generate a secure tunnel. 

Table 2-1: ID&P Authentication functional test set 

Name Description 
Passed 
(Yes/No/Partially) 

Operator Key Pair 
Generation 

Generation of encoded operator key pairing for secure 
channel establishment purposes 

Yes 

Operator Key Pair 
Verification 

Verification of operator key pairing issued by another DID 
Agent to enable secure channel establishment 

Yes 

 

Table 2-2 lists the set of tests performed to validate the functionalities implemented by the ID&P’s Holder 
API. Some of these tests correspond to the result of the integration work done with the Governance Portal 
and the SCLCM components. The tests reported have been performed in the Governance Portal Trader 
interfaces, validating the interaction with ID&P for operations related to credential requests, and in the 
SCLCM, to validate the DID generation. 

Table 2-2: ID&P Holder functional test set 

Name Description 
Passed 
(Yes/No/Partially) 

Stakeholder 
Membership 
Credential request 

Request creation of a 5GZORRO Stakeholder Membership 
Credential to be resolved by a platform Administrator 

Yes 

Check Stakeholder 
Membership 
appliance status 

Overview the current status of Membership appliances done 
by a Trader Yes 

Check Stakeholder 
Membership by 
DID 

Overview the current status of a specific Membership 
appliance according to the provided DID Yes 

Stakeholder 
License Credential 
request 

Request to create a 5GZORRO Stakeholder License Credential 
to be resolved by a platform Regulator Yes 

Check all 
Stakeholder 

Overview all the issued, declined and requested Stakeholder Yes 
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Licenses Licenses done by a Trader 

Generate a DID Create a 5GZORRO DID to be used to identify SLAs, Legal 
Prose Templates, etc. 

Yes 

Check specific DID 
status 

Retrieve a specific DID with an issued status 
Yes 

List DIDs Lists all or specific agent’s unique DID on the wallet Yes 

 

Table 2-3 lists the set of tests performed to validate the functionalities implemented by the ID&P’s 
Administrator API. The provided tests correspond to the result of the integration work done with the 
Governance Portal component. The tests reported have been performed in the Governance Portal Admin 
interfaces, validating the interaction with ID&P for operations related to Membership credentials 
management. 

Table 2-3: ID&P Admin functional test set 

Name Description 
Passed 
(Yes/No/Partially) 

Approve 
Stakeholder 
Membership 
Credential request 

Approves and issues a Stakeholder Membership Credential 
requested by a Holder/Regulator Agent 

Yes 

Decline 
Stakeholder 
Membership 
Credential request 

Rejects a Stakeholder Membership Credential requested by a 
Holder/Regulator Agent 

Yes 

List approved 
Stakeholder 
Membership 
Credentials 

Retrieves all the Stakeholder Membership requests issued by 
the Admin Agent 

Yes 

List declined 
Stakeholder 
Membership 
Credentials 

Retrieves all the Stakeholder Membership requests declined 
by the Admin Agent 

Yes 

List pending 
Stakeholder 
Membership 
Credentials 

Retrieves all the Stakeholder Membership pending requests 
to be attended by the Admin Agent 

Yes 

Revoke 
Stakeholder 
Membership 

Revoke an active Stakeholder Membership Credential of a 
Trader/Regulator in the platform Yes 

 

Table 2-4 lists the set of tests performed to validate the functionalities implemented by the ID&P’s 
Regulator API. The tests reported in the table correspond to the result of the integration work done with 
the Governance Portal component. The tests reported have been performed in the Governance Portal 
Regulator interfaces, validating the interaction with ID&P for operations related to License credentials 
management. 



 

Page 29 of 103 

Table 2-4: ID&P Regulator functional test set 

Name Description 
Passed 
(Yes/No/Partially) 

Approve 
Stakeholder 
License Credential 
request 

Approves and issues a Stakeholder License Credential 
requested by a Holder Agent 

Yes 

Decline 
Stakeholder 
License Credential 
request 

Rejects a Stakeholder License Credential requested by a 
Holder Agent 

Yes 

List approved 
Stakeholder 
License Credentials 

Retrieves all the Stakeholder License requests issued by the 
Regulator Agent Yes 

List declined 
Stakeholder 
License Credentials 

Retrieves all the Stakeholder License requests declined by the 
Regulator Agent Yes 

List pending 
Stakeholder 
License Credentials 

Retrieves all the Stakeholder License pending requests to be 
attended by the Regulator Agent Yes 

 

Table 2-5 lists the set of tests performed to validate the functionalities implemented by the LPR. The tests 
reported have been performed against the LPR NBI and include also the integration with the ID&P, directly 
queried by the LPR during the creation of a new template to request a new DID. 

Table 2-5: LPR functional test set 

Name Description 
Passed 
(Yes/No/Partially) 

New Template 
Creation 

Creation of SLA and eLicensing templates through the REST 
NBI. This test implies the interaction the ID&P to request and 
obtain a new DID per each template. 

Yes 

Template List 
Retrieval 

Retrieval of existing Template List through the NBI 
Yes 

Specific Template 
Retrieval 

Retrieval of specific template given a DID 
Yes 

Template Delete Removal of an existing template from the internal storage by 
its own DID 

Yes 

 

Table 2-6 lists the set of tests performed to validate the functionalities implemented by the Portal related 
to Governance. The tests reported have been performed through the Portal interface and validate also the 
integration when interacting with ID&P (for operations related to stakeholder and credentials management) 
and with LPR (for operations related to templates management). 

Table 2-6: Portal functional test set related to Governance 
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Name Description 
Passed 
(Yes/No/Partially) 

Register a 
stakeholder  

Request a Stakeholder Membership Credential to be resolved 
by a platform Administrator and to have access to 5GZORRO 
portal 

Yes 

Check Stakeholder 
Membership 
appliance status 

Receive the current status of Membership Credential request 
when trying to access the Portal with provided DID Yes 

Check all 
Stakeholder 
Membership 
Credentials 

Overview all issued, declined, revoked and 
requested/pending Stakeholder Membership Credentials 
from the Administrator private portal interface 

Yes 

Approve 
Stakeholder 
Membership 
Credential request 

Approve a Stakeholder Membership Credential requested by 
a Holder/Regulator Agent from the Administrator private 
Portal interface 

Yes 

Decline 
Stakeholder 
Membership 
Credential request 

Reject a Stakeholder Membership Credential requested by a 
Holder/Regulator Agent from the Administrator private Portal 
interface 

Yes 

Revoke 
Stakeholder 
Membership 

Revoke an active Stakeholder Membership Credential of a 
Trader/Regulator from the Administrator private Portal 
interface 

Yes 

Request 
Stakeholder 
License Credential 

Request the creation of a Stakeholder License Credential 
from the Trader Portal interface to be resolved by a platform 
Regulator 

Yes 

Check Stakeholder 
License Credential 
status 

Overview the status of a Stakeholder License Credential 
request from the Trader Portal interface Yes 

Check all 
Stakeholder 
License Credential 

Overview all issued, declined, and requested Stakeholder 
License Credentials from the Regulator private portal 
interface 

Yes 

Approve 
Stakeholder 
License Credential 
request 

Approve a Stakeholder License Credential requested by a 
Holder Agent from the Regulator private portal interface 

Yes 

Decline 
Stakeholder 
License Credential 
request 

Reject a Stakeholder License Credential requested by a 
Holder Agent from the Regulator private portal interface 

Yes 

Create a new Legal 
Template 

Submit SLA and eLicensing templates through the Portal  
Yes 

Check Legal 
templates 

Overview the details of the submitted templates from the 
Portal 

Yes 
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2.5.2.Platform Operations 

Next, some usage scenarios of the Governance prototypes, in conjunction with the underlying DLT, are 
described to validate the system capabilities related to the management of stakeholders, DIDs, 
membership and license credentials and templates, and primitive spectoken generation. This report serves 
not only to demonstrate the attainment of expected capabilities, but also to illustrate the usage of the 
platform through the 5GZORRO Portal. 

2.5.2.1. Admin bootstrapping 

As part of the 5GZORRO stakeholder management process, an Administrative-type stakeholder is required 
to overview the incoming requests of new partners that intent to join the decentralized marketplace. As 
such, for the implemented prototype, the envisioned Operator-A will be tasked as being the Administrator 
Agent of the platform.  

During the deployment of Operator-A’s ID&P Agent instance, the aforementioned will generate a unique 
and exclusive Stakeholder Membership Credential for Administrators and synchronize this information with 
its respective TMF Catalogue. Figure 2-13 showcases the information of the Credential that is passed to the 
RSOC API. 

 

Figure 2-13: ID&P Admin instance communicating with RSOC API during bootstrap 

Upon this process completion, the Administrator of the Marketplace can then access its unique Governance 
Portal interface, by using the attributed stakeholderDID of the credential. Figure 2-14 represents the initial 
page that is presented to, in this case, Operator-A, upon login. As a Platform Administrator, Operator-A has 
access to unique views to manage the different types of Certificates issued to other stakeholders in the 
Marketplace. 
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Figure 2-14: Operator-A’s Governance Portal interface after successful login 

2.5.2.2. Onboarding of new trading or regulator stakeholder 

When intending to access the 5GZORRO Marketplace, a potential Trader-type stakeholder must request a 
Stakeholder Membership Credential, to be granted the chance of performing business with other 
registered partners. Since, for the case of, i.e., Spectrum assets, there is a necessity for a regulatory entity 
to overview the kind of Licenses Traders claim to possess, Regulator-A is deployed for those specific 
scenarios. Both Trader-type (Operators B & C) and Regulator-type (Regulator-A) Agents are subject to the 
approval process partaken by and Administrative Agent. 

Any Trader or Regulator can request an Onboarding Certificate to be attributed to them by accessing the 
Governance Portal interface for registration. Figure 2-15 details said interface with the required 
information that the stakeholder must fulfil in order to proceed. 

 

 Figure 2-15: Operator-B’s Governance Portal interface for Membership registration w/ filled info 
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Upon filling the information & submitting it, the request will be appended with a unique stakeholderDID, 
which the stakeholder must save in order to use it on the login page. If it tries to login straight away, since it 
is still unresolved, the Portal will validate and display a message appropriately. On the other hand, the 
Administrator can decide on how to proceed, approving or rejecting the appliance, through its own 
designated Governance Portal, by checking the 'Pending Certificates' interface. Figure 2-16 displays the 
Admin’s Governance Portal interface of approved credentials. 

 

Figure 2-16: Operator-A’s Governance Portal interface for ‘Approved Certificates’ w/ highlighted 
Operator-B info 

If the Administrator decided to approve, as it’s possible to see above, Operator-B can now use its 
stakeholderDID to login, and by doing so, it has now access to the 5GZORRO Marketplace. Figure 2-17 
represents the interface Operator-B will enter, upon login with the highlighted stakeholderDID on the 
previously shown Figure 2-16. 

 

Figure 2-17: Operator-B’s Governance Portal interface after successful login 
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2.5.2.3. Onboarding of SLA and License Templates  

If a Trader wants to submit a new Legal Prose Template, she/he can access the Legal Prose Templates view 
in the Portal. Upon filling the required information and submitting the template, a request is sent to LPR 
module (Figure 2-18). If the submission is successful, the template is made available in the Portal.  

 

Figure 2-18: Submission of a new Legal Prose Template 

The stakeholder can see the details of each template directly from the Portal. A Trader stakeholder can 
access the Legal Prose Templates portal interface where all the submitted templates are displayed (Figure 
2-19). From this view it is possible to check the details of a specific template and read the templated 
document. Figure 2-20 shows a sample legal prose template for SLA, Figure 2-21 shows a sample legal 
prose template for e-License.  

 

Figure 2-19: Overview of all the submitted Legal Prose Templates 
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Figure 2-20: Details of an SLA Legal Prose Template 

 

Figure 2-21: Details of an e-License Legal Prose Template 

2.5.2.4. Spectrum license approval 

To allow a given spectrum resource provider to create offers, it needs the explicit authorisation from the 
Regulator for one (or many) of the spectrum resource provider’s spectrum licenses.  

This authorisation process starts with the spectrum resource provider sending a request to create a 
spectrum certificate via the Portal, as it can be seen in Figure 2-22. The spectrum resource provider 
(Operator-b in Figure 2-22) needs to provide the technical information of a valid spectrum license.  
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Figure 2-22: Spectrum resource provider sends a spectrum certificate request containing the technical 
details of the spectrum license 

Afterwards, the Regulator can access to the list of pending requests as shown in Figure 2-23 and proceed 
with their approval or rejection. 

 

Figure 2-23: Regulator can list all pending spectrum certificate requests, show their technical 
information and based on this, decide to accept or decline the request 

Acceptance or rejection decision is based on a manual inspection of the information with the objective of 
comparing the technical information sent in the request (see Figure 2-24) with the real spectrum license 
that the Regulator approved beforehand. 
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Figure 2-24: View of the technical information included in the spectrum certificate request to be 
reviewed by the Regulator 

The Regulator, after inspecting the information in the request and comparing it with spectrum resource 
provider’s spectrum licenses, decides to approve or reject the request. Independently of the decision, the 
certificate is recorded in the Governance DLT by the ID&P. The only difference is that the certificate is set as 
valid or not valid, depending on if the request was accepted or rejected, respectively. 

2.5.2.5. Generation of primitive spectoken 

After the acceptance of a spectrum certificate request, the Regulator issues a Primitive Spectoken for the 
spectrum resource provider. This operation is handled internally by the joint interaction of the Portal with 
the SCLCM, a module that is further detailed in Section 3.3. 

Figure 2-25 illustrates the Primitive Spectoken information that can be retrieved from the holder’s node 
(i.e., the spectrum resource provider) belonging to the Marketplace DLT. On the left side, the technical 
information of the Primitive SpectokenType is showed, including starting and ending frequencies, duplex 
mode, start and expiration dates of the license, radio access technology bounded to the band, and country. 
Moreover, specific information to this SpectokenType is also shown, such as its unique ID, the maintainer 
Marketplace DLT node related to it (i.e., RegulatorA), and the contract ID in the Marketplace DLT related to 
the Primitive SpectokenType. On the right side, the resulting Non-Fungible Token (NFT) for the Primitive 
Spectoken is showcased, containing in addition to the reference to the SpectokenType it is derived from, 
the ledger identity of the Marketplace DLT node acting as holder (i.e., OperatorB). 
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Figure 2-25: Primitive Spectoken information from the Marketplace DLT vault 
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3. Marketplace Platform Prototypes 

The 5GZORRO Marketplace Platform is composed of a set of software modules that provide core 
trustworthy marketplace services, either to 5GZORRO stakeholders or to other 5GZORRO platforms. Such 
modules are deployed in every stakeholder domain, representing a party node of the distributed 
Marketplace platform. Overall, exposed services allow the on-boarding of assets and offers composition; 
the sharing of offer updates among participants; the on-demand order capture and agreement settlement 
for offer purchase and consumption; and the continuous SLA management to ensure the fulfilment of 
agreed conditions.  

With the ultimate goal of facilitating the interaction between different stakeholders involved in multi-party 
service delivery, the 5GZORRO Marketplace Platform enables the trading of heterogeneous types of 
product offers across multiple operators and resource providers. As anticipated in previous Deliverables, 
such as D3.1 [1] and D3.3 [2], the product offers that are managed by the 5GZORRO Marketplace Platform 
represent a variety of exposed telco digital assets. These products can correspond to resource offerings, 
ranging from infrastructure components, like cloud, edge, and Radio Access Network (RAN), to software 
assets such as Virtual Network Functions (VNFs) or Cloud Native Functions (CNFs) and spectrum chunks; as 
well as service offerings, represented by network services and slices. 

As illustrated in Figure 3-1, the Marketplace platform logic is ruled by two main software modules, namely 
the Resource & Service Offer Catalogue (RSOC) and the Smart Contract Lifecycle Manager (SCLCM). To 
simplify the user interaction with the platform, a dedicated Portal is coupled to the aforementioned 
backend components exposing all the Marketplace capabilities.  

 
Figure 3-1: Marketplace Platform Architecture 
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The Marketplace platform is underpinned by an underlying DLT layer, as represented in Figure 3-1, utilised 
to support the realisation of a decentralized Marketplace of product offers, the subsequent trading of these 
product offers and the management of associated SLA. Each marketplace stakeholder operates a DLT node 
and interfaces with it through the hosted marketplace instance. 

This section describes the prototypes composing the 5GZORRO Marketplace Platform, including the main 
aspects for integration with the underlying Marketplace DLT and validation tests performed to corroborate 
the platform operation and illustrate the platform usage though its user interface (i.e., the Marketplace 
Portal). 

3.1.Marketplace DLT 

The R3 Corda [22] DLT is the Blockchain implementation chosen for the 5GZORRO Marketplace 
Architecture due to its peculiar characteristics:  

• Permissioned Blockchain: only authorized stakeholders can access the 5GZORRO Marketplace 
Network. Each party on the network has a known identity that is used when communicating with 
counterparties, and network access is controlled by a doorman. This makes the Blockchain ideally 
suited to offer the privacy required to support agreements between stakeholders in the 5GZORRO 
Marketplace. 

• On-ledger facts are shared only between the parties directly involved in a transaction following a 
need-to-know basis. 

3.1.1. Main Functionalities 

The Corda DLT has the purpose of supporting the 5GZORRO Marketplace functionalities, such as: 

• Supporting the synchronization of the resource and service offers through the persistence of on-
ledger facts among the stakeholders that joined the 5GZORRO Network. 

• Persistence of on-ledger facts regarding the buying and selling of 5G-related assets among parties 
of the 5GZORRO Network (Virtual Network Functions, Network Services, Edge resources, Cloud 
Resources, Radio resources, Spectrum resources and Network Slices). 

• SLAs and Licensing Terms lifecycle management as on-ledger facts, created when an order has 
been placed and disseminated among the relevant parties of the 5GZORRO DLT Network. 

• Spectoken NFT to enable Spectrum trading among the stakeholders of the 5GZORRO Network. 

3.1.2. Prototype Implementation 

The 5GZORRO Marketplace Corda Network has been envisioned to be deployed in a virtualized 
environment, in particular, k8s was chosen as target. Each Stakeholder Node of the 5GZORRO Marketplace 
Network resides in a namespace of a k8s cluster containing all the services needed to join the Corda 
Network, communicate with the services provided by Corda (i.e., Network Map, Doorman, Notary), and run 
the CordApp that define the flows defined to accomplish the functionalities of the 5GZORRO Marketplace. 
Each Stakeholder’s Node Namespace contain: 

• The Stakeholder’s Corda Node: a Java application representing an entity in a Corda network that 
usually represents one party in a business network. One party operates the node, which contains 
the CordApps that the party uses to interact with other peers on the network. 

• The Stakeholder’s Corda Vault: it contains data extracted from the ledger that is considered 
relevant to the node’s owner, stored in a relational model that can be easily queried and worked 
with. 
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The 5GZORRO Marketplace Corda Network Services run in a dedicated namespace. To automate the 
deployment of the whole 5GZORRO Corda Marketplace Network a dedicated tool called Blockchain 
Automation Framework was used. The Blockchain Automation Framework allows to specify which k8s 
cluster must be used to deploy a specific Corda Node or Corda Network Service. The Blockchain 
Automation Framework makes use of an external service called Vault (to not be confused with the Vault of 
a Corda Node) to store the credentials and certificate of each Corda Node and Corda Service that was 
deployed. The SCLCM module of the 5GZORRO architecture is the gateway to access the functionalities of 
the 5GZORRO Marketplace Corda DLT acting as an entry point to start the CordApp workflows that realize 
the Marketplace DLT functionalities. The SCLCM is a per-domain component, so each stakeholder in 
addition to its own Corda Node will dispose of its SCLCM component. Figure 3-2 shows the 5GZORRO 
Marketplace Corda Network as described in the current section. 

 
 

Figure 3-2: 5GZORRO Marketplace Corda Network 

3.2.Resource and Service Offer Catalogue 

The Resource and Service Offer Catalogue (RSOC) is the module responsible for collecting the 5G assets 
that are available to be traded among providers and customers. This decentralized portfolio enables the 
process of registering resources and services, derived from technical specifications, creating, browsing and 
ordering product offers based on on-boarded resource and service assets. This is done across multiple 
parties acting as infrastructure providers, spectrum traders, VNF vendors and service providers. The 
product offers and their relative orders are exposed to the market by means of smart contracts. Essentially, 
5GZORRO Stakeholders, acting as offer providers, consolidate resources and services by abstracting 
features and characteristics from their technical specification. The RSOC defines how assets (resources and 
services) and product offers and orders are modeled through standard TM Forum OpenAPIs, reported 
below: 

• Resource Catalog Management API (TMF 634) [47]: provides the models, dependencies, lifecycle 
management operations (CRUD) and event notification capabilities to handle entities of the 
Resource Catalogue. 

• Service Catalog Management API (TMF 633) [48]: provides the models, dependencies, lifecycle 
management operations (CRUD) and event notification capabilities to handle entities of the Service 
Catalogue. 

• Product Catalog Management API (TMF 620) [49]: provides the models, dependencies, lifecycle 
management operations (CRUD) and event notification capabilities to handle entities of the 
Product Catalogue. 
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• Product Order API (TMF 622) [50]: provides the models, dependencies, lifecycle management 
operations (CRUD) and event notification capabilities to issue and cancel a Product Order regarding 
some advertised Product Offer. 

• Geographic Address API (TMF 673) [51]: provides the models, dependencies, lifecycle management 
operations (CRUD) and event notification capabilities to handle geographic address entities. 

• Party Management API (TMF 632 - Organization) [52]: provides the models, dependencies, lifecycle 
management operations (CRUD) and event notification to handle Party entities and, more 
specifically, the Organization Object that describes the on-boarded stakeholder. 

In 5GZORRO, the marketplace RSOC is mainly composed of the following object types: 

• Resource Specifications backing VNF/CNF, Radio, Spectrum, Edge, and Cloud; these kinds of assets 
are maintained in the Resource Catalogue of the RSOC. 

• Service Specifications backing Network Services and Network Slices; these kinds of assets are 
maintained in the Service Catalogue of the RSOC. 

• Product Offerings that envelop business terms like pricing, SLA (described as standard TM Forum 
model stored in the SCLCM and only referenced in the Product Offering model), Offer Category, 
Geographical Address and, in the end, a Product Specification object that references the Resource 
and Service Specifications, stored in the RSOC, that the offer provider intends to propose to the 
Marketplace through the offer (i.e., the technical assets the provider wants to offer); 

• Product Order representing the purchasing of an offer of the Marketplace. 

• Organization object representing the information of the stakeholder owner of the RSOC of his 
domain. 

• Various support objects for the RSOC internal functionalities. 

3.2.1. Main Functionalities 

The RSOC offers to other 5GZORRO Platform modules a specific interface to interact with the Marketplace 
catalogue. The main functionalities of the RSOC are reported below: 

• Stakeholder on-boarding, triggered by the Identity and Permission Manager, resulting in the 
creation of the Organization object and the Product Offer Categories in the local RSOC. The 
Organization object contains information about the stakeholder (name, address, etc.), its 
associated DID and the token that can be used to request DIDs to the Identity and Permission 
Manager. 

• Resource and Service Specifications on-boarding, retrieval, removal, and patch (CRUD). 

• Product Specifications on-boarding, retrieval, removal, and patch (CRUD). 

• Product Offering Prices on-boarding, retrieval, removal, and patch (CRUD). 

• Product Offerings on-boarding, retrieval, removal, and patch (CRUD). 

• Request of DIDs to Identity and Permission Manager for Product Offerings and Product Orders. 

• Request of Product Offerings classification to SRSD (See Section 4.5). 

• Request of Product Offerings DLT publication to SCLCM. 

• Product Offerings synchronization, receiving Product Offerings and all the referred resources from 
other domains through Kafka Message Broker [30]; the RSOC, in this way, enables the automated 
discovery of available Product Offerings from different domains and service providers. 
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• Product Orders on-boarding, retrieval, removal and patch (CRUD); the Product Order represents a 
commercial agreement between the provider and the customer. 

• Request of Product Orders DLT publication to SCLCM. 

The NBI of the RSOC is consumed by a number of different 5GZORRO components: Governance Portal, Any 
Resource Manager (xRM) and E-Licensing Manager (eLM). Figure 3-3 summarizes the interactions of the 
RSOC with the other modules of the 5GZORRO Platform. 

 
 

Figure 3-3: RSOC interactions 

3.2.2. Prototype Implementation 

The RSOC is implemented as a Spring Boot Java based application. In the context of the application, Java 
Persistence API (JPA) is used to annotate the java classes representing the resources stored in the catalogue 
generated from the TM Forum Open API listed in the previous section. JPA APIs facilitate the integration 
and the interactions with the local Database Management System (DBMS), in this case an instance of 
PostgreSQL, where the elements of the catalogues are stored.  

A number of REST Controllers, one for each kind of resource the catalogue can handle, implement the NBI; 
the logic to perform the internal life-cycle management of the entities of the catalogue is demanded to the 
Java Spring Services that implement the catalogue functionalities. The Southbound interface (SBI) of the 
RSOC consists of three REST clients used by the catalogue services to perform the internal life-cycle 
management of the catalogue entities: request of the DIDs to the ID&P, Classification and Publishing of the 
Product Offerings. A publish-subscribe communication mechanism is also available in the RSOC to 
implement asynchronous communications through a Kafka Message Broker, used for the synchronization 
(automated discovery) of available Product Offerings from different domains and service providers. Figure 
3-4 shows the internal architecture of the RSOC. 
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Figure 3-4: RSOC architecture 

For the sake of brevity, only the swagger interface of the Product Offering REST Controller is reported and 
shown in Figure 3-5. 

 
 

Figure 3-5: Product Offering Swagger Interface 

In terms of deployment, the RSOC can run directly on a machine, Virtual or Physical, or as a software 
container. The containerized solution is the selected one to be able to deploy the module as a docker 
container orchestrated by k8s. 

The code and the OpenAPI definitions are open source and available under Apache 2.0 License in a public 
repository into the 5GZORRO GitHub Organization (see [23]). 

3.3.Smart Contracts Lifecycle Manager 

The Smart Contract Lifecycle Manager (SCLCM) is the component of the 5GZORRO Marketplace that 
manages the interactions and events between the service layer of the 5GZORRO platform and the 
Marketplace DLT, acting as a gateway, using ledger-centric drivers to map abstract interfaces to DLT 
specific functionalities. This enables the module to meet the needs of broader business-centric workflows, 
while being agnostic to the DLT implementation (as key objective of the 5GZORRO architecture).  
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The goal of this module is to manage the lifecycle of 5GZORRO entities deployed to the underlying ledger, 
exposing the necessary abstract interfaces for managing these on the DLT and publish associated lifecycle 
events for subscribing applications to consume. For this purpose, the SCLCM, encompasses a set of DLT-
specific drivers that implement abstract interfaces that define the key operations towards the DLT, for 
managing at DLT level: Product Offerings, Product Orders, SLAs, Licensing Terms and Spectokens (i.e. NFTs 
persisted on the DLT). Specific information models that encapsulate the corresponding TM Forum models 
for Product Offerings, Product Orders and SLAs were defined to persist on the underlying ledger this 
information (see deliverable D3.3 [2]). Whereas Licensing Terms and Spectoken make use of custom 
information models. Agreements, such as SLAs and Licensing Terms, are also backed, at SCLCM level, by 
traditional local storage to allow stakeholders to manage these domain-level Marketplace assets.  

Product Offerings updates and their availability are disseminated to all trading stakeholder Marketplace 
nodes as a result of being posted to the SCLCM and then available to be purchased. Product Orders are also 
disseminated among the parties involved in a transaction regarding a specific Product Offering and, 
subsequently, also the related entities, such as SLAs and Licensing Terms, are published to the DLT and 
stored by the relevant parties of the aforementioned transaction: in this way the parties involved enter into 
an immutable agreement over the terms and conditions of the order. SLA violations and Licensing Term 
updates are handled, validated by means of smart contract and persisted to the underlying DLT. 

3.3.1. Main Functionalities 

The SCLCM offers to other 5GZORRO Platform modules a specific interface to interact with the underlying 
DLT to manage the lifecycle of the entities mentioned in the previous section; the main functionalities of 
the SCLCM are reported below: 

• Exposing CRUD capabilities to publish and manage the lifecycle of Product Offerings in the DLT. 

• Exposing publish and retrieve capabilities to manage Product Orders in the DLT and consequent 
management of SLAs and Licensing Terms. 

• Publish the disseminated Product Offerings on a Message Broker Bus, Kafka [30] in the 5GZORRO 
implementation, in order to be fetched by RSOC instances in other domains (different from the one 
where the publication of the Offer occurred) in order to realize the synchronization of the 
5GZORRO Marketplace catalogs (automatic offer discovery). 

• Exposing CRUD capabilities for SLAs to define SLAs (off-chain persistence) that can be attached to 
Product Offerings and published on the DLT when a Product Order regarding a Product Offering 
that reference that SLA is performed. 

• Exposing CRUD capabilities for Licensing Terms to define License (off-chain persistence) that can be 
attached to Product Offerings and published on the DLT when a Product Order regarding a Product 
Offering that reference that License is performed. 

• Exposing CRUD capabilities to publish and manage Spectokens in order to enable spectrum trading. 

• Define DLT-specific drivers and workflows to accomplish the aforementioned functionalities. 

The NBI of the SCLCM is consumed by several different 5GZORRO components: RSOC, Governance Portal 
and Intelligent Network Slice and Service Manager (ISSM). In turn, SCLCM consumes services from other 
modules through its SBI. Figure 3-6 summarizes the interactions of the SCLCM with the other modules of 
the 5GZORRO Platform. 
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Figure 3-6: SCLCM interactions 

3.3.2. Prototype Implementation 

The SCLCM project is organized into three macro-sections: 

• The SCLCM Application, implemented as a Spring Boot Java based application, exposes the REST 
NBI that enables access to the functionalities mentioned in the section above. 

• The SCLCM DLT Driver API that define the interfaces that will be implemented by the DLT-specific 
drivers in order to define the management operations of the assets handled by the Marketplace 
shared between the stakeholders and reported in the previous chapter. 

• The Corda DLT Driver that implements the DLT Driver API to cast the abstract management 
operations to the Corda DLT: this leads to the definition of the main elements of a Corda 
Application: States, Contracts and Workflows. The Java code that defines the implementation of 
the Driver will be packaged as JARs that will be consumed by the Corda Node in order to build the 
needed CordaApp. 

The SCLCM Application makes use of Java Persistence API (JPA) to annotate the Java classes representing 
the TM Forum SLAs and the Licensing Terms to store these assets off-ledger (as previously mentioned, 
agreements are published on the DLT once they are referred by a Product Offering involved in an Order) 
into a local instance of PostgreSQL. Several REST Controllers, one for each kind of resource the Application 
can handle, implement the NBI, whilst the logic to use the DLT-specific driver, and to perform the lifecycle 
management of the DLT assets, is implemented by Java Spring services. The SBI of the SCLCM consists of 
different clients used by the SCLCM services to perform the internal life-cycle management of the DLT 
entities: 

• Corda RPC client is used by the application to connect to the Corda DLT Node of its own domain to 
start the execution, triggered on-demand, of different workflows to accomplish the functionalities 
of the module and persist the required information. 

• REST client to request DIDs for SLAs and Licensing Terms to the ID&P module deployed in the same 
domain of the SCLCM Application. The ID&P is also queried to retrieve the ledger identity of other 
stakeholders that joined the 5GZORRO Marketplace, e.g., since a Product Order DLT state needs to 
be disseminated both to the buyer and the seller, the SCLCM will query the ID&P to know the 
ledger identity of the seller (the buyer triggers the transaction and is known) in order to execute 
the Corda Workflows between the involved parties. 

• REST client to retrieve assets from the RSOC, e.g., in the publication of a Product Order, before 
starting the Corda Workflow, to retrieve the Offers and the information referred in the latter. 
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The SCLCM also implements a publish-subscribe communication mechanism to enable the 5GZORRO 
automated Offer Discovery; when an Offer is disseminated among the Corda Nodes of the Marketplace 
Network the SCLCM instance that started the publishing flow also takes case to publish the disseminated 
offer in a Kafka Bus (acting as a publisher), this offer will be consumed by the RSOCs in the other domains in 
order to synchronize their internal catalogues. Figure 3-7 summarizes the SCLCM software architecture. 

 
Figure 3-7: SCLCM architecture 

The swagger interface of the Product Offering REST Controller is depicted in Figure 3-8. 

 
Figure 3-8: SCLCM Swagger Interface 
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In terms of deployment, the SCLCM application can run directly on a machine, Virtual or Physical, or as a 
software container. The containerized solution is the selected one to be able to deploy the module as a 
docker container orchestrated by k8s.  

The Corda DLT Driver, instead, is packaged as JARs (CordApp) that are copied to the Corda Nodes that 
compose the Corda Marketplace Network to enable the lifecycle management operations that are 
activated by the SCLCM Application as Corda Workflows. 

The Code is released as open source and available under Apache 2.0 License in a public repository into the 
5GZORRO GitHub Organization (see [24]).  

3.4.Marketplace Portal 

The Marketplace Portal is a component of 5GOZRRO’s web GUI which exposes the Marketplace 
functionalities by interacting directly with the RSOC (Section 3.2), the SCLCM (Section 3.3) and Smart 
Resource and Service Discovery (SRSD) (Section 4.5). This component allows 5GZORRO’s stakeholders to 
submit and browse the different offers to be available in the marketplace, as well as to place and review 
related orders.  

While other web portals facilitate the onboarding of different services into a catalogue (mainly VNFs or 
general compute, storage and RAM resources), 5GZORRO’s novelty lies in the fact that: (i) this model is 
extended to other resources such as spectrum (providing the system’s ability to track and monitor its usage 
across different RAN elements); (ii) there is a real marketplace where multi-party business interactions can 
happen with strong support of SLA enforcement leveraging DLT; and, finally, (iv) there is alignment with 
standard initiatives such as TM Forum’s APIs for a Telecom Marketplace, exposing them through a user-
friendly web application. 

3.4.1. Main Functionalities 

The Marketplace Portal provides the views and interfaces needed for the stakeholders to directly interact 
with the 5GZORRO implemented marketplace functionalities. These functionalities are made available by 
the Portal through the interaction with the previously identified modules.  

By interacting with the RSOC, the Marketplace Portal allows the stakeholders to onboard, fetch, and order 
marketplace products. These transactions take place through the onboarding of resources and the creation 
of Product Offerings and Product Orders. The interaction with the SCLCM enables the creation of 
customized SLA and License terms that are attached to the Product Offers.  

Additionally, the interaction with the SRSD allows the stakeholders to intelligently retrieve catalogue offers 
based on high-level intents, abstracting the underlying complex ML-based offers classification and intent 
recognition. 

The provided functionalities can be divided between those available for a resource/service provider and 
those available for a resource/service consumer and are described below. 

From the Marketplace Portal a resource/service Provider is able to: 

• Onboard resources/services into the catalogue.  

• Create customized SLAs and License terms.  

• Create a product offering price with attached license terms. 

• Create a product offering and publish it to the marketplace. 

• Terminate a Product order. 

From the Marketplace Portal a resource/service Consumer is able to: 
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• Browse the most suitable offerings based on specific criteria. 

• Place an order on a particular Product Offering. 

• Browse all active Product Orders. 

One of the major innovations brought by 5GZORRO is the consideration of spectrum resources to be traded 
as any other network resource. In this framework, the 5GZORRO Marketplace provides the following 
capabilities to Regulator stakeholders: 

• Browse all submitted Product Orders which reference a Product Offering where spectrum is 
included as a resource. 

• Terminate any order whose Product Offering contains the spectrum as an asset. 

3.4.2. Prototype Implementation 

Since the Marketplace Portal is also a component of 5GOZRRO’s web GUI, it follows the same 
implementation already described in section 2.4. All the data and functionality provided by this module is 
made available through the interaction with 5GZORRO Marketplace components’ APIs. 

3.5.Validation Tests 

This subsection reports the tests performed to validate the different operations supported by the 
Marketplace applications. For each software prototype, we first document the set of functional tests 
executed per component, which are in line with the supported operations declared in D3.3 [2], and then we 
provide some usage scenarios illustrating the joint operation of the components to handle the considered 
requests from the user-facing Marketplace Portal. 

3.5.1.Functional Tests 

Table 3-1 lists the set of tests performed to validate the functionalities implemented by the RSOC. The set 
of tests involves any functionality exposed by the NBI and the interactions implemented with the other 
modules whose service RSOC consumes, i.e., ID&P, SRSD and SCLCM.  

Table 3-1: RSOC functional test set 

Name Description 
Passed 
(Yes/No/Partially) 

Stakeholder on-
boarding & offer 
categories 

Creation of the Organization Object (stakeholder information) 
and the categories that can be used for the Product Offering 
creation. The procedure is initiated by the Identity and 
Permission Manager through a POST request. 

Yes 

Resource 
Specification CRUD 

Create, Read, Update and Delete tests of a Resource 
Specification from the NBI 

Yes 

Service 
Specification CRUD 

Create, Read, Update and Delete tests of a Service 
Specification from the NBI 

Yes 

Product 
Specification CRUD 

Create, Read, Update and Delete tests of a Product 
Specification from the NBI 

Yes 

Product Offering 
Prices CRUD 

Create, Read, Update and Delete tests of a Product Offering 
Prices from the NBI 

Yes 



 

Page 50 of 103 

Product Offering 
CRUD (local 
catalogue) 

Create, Read, Update and Delete tests of a Product Offering 
from the NBI Yes 

DID request GET request of the DID to the Identity and Permission 
Manager for Product Offerings and Product Orders 

Yes 

Product Offering 
classification 

POST request to the SRSD for the classification of the created 
Product Offering 

Yes 

Product Offering 
publication 

POST request to the SCLCM for the publishing of the created 
Product Offering 

Yes 

Automatic Product 
Offerings discovery 

Retrieval, from Kafka Bus, of Product Offerings created in 
other stakeholder domains through their local catalogues  

Yes 

Product Order 
CRUD (local 
catalogue) 

Create, Read, Update and Delete tests of a Product Order 
from the NBI Yes 

Product Order 
publication 

POST request to the SCLCM for the publishing of the created 
Product Order 

Yes 

 

Table 3-2 lists the set of tests performed to validate the functionalities implemented by the SCLCM. These 
tests validate the services exposed by the SCLCM NBI being consumed by other 5GZORRO platform 
modules (such as the Marketplace Portal and RSOC), as well as the proper integration with underlying 
components involved during the operations (i.e., the Marketplace DLT). 

Table 3-2: SCLCM functional test set 

Name Description Passed 
(Yes/No/Partially) 

Product Offering 
CRUD 

Create, Read (from Vault, after DLT dissemination), Update 
and Delete tests of a Product Offering from the NBI and as 
consequence of a RSOC Product Offering creation (POST) 

Yes 

Product Order 
publish and 
retrieve 

Create and Read (from Vault, after DLT dissemination) tests 
of a Product Order from the NBI and as consequence of a 
RSOC Product Order creation (POST) 

Yes 

Automatic offer 
discovery  

Publishing of the disseminated Product Offering (after POST 
request from the NBI) on the Kafka Bus in order to be 
retrieved by the RSOC in other stakeholder domains 

Yes 

SLA CRUD Create, Read, Update and Delete tests of a SLA from the NBI Yes 

SLA DLT 
dissemination 

Dissemination test of the SLA referred by a Product Offering 
purchased through a Product Order 

Yes 

Licensing Terms 
CRUD 

Create, Read, Update and Delete tests of a Licensing Term 
from the NBI 

Yes 

Licensing Term DLT 
dissemination 

Dissemination test of the SLA referred by a Product Offering 
purchased through a Product Order 

Yes 
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Spectoken publish 
and retrieve 

Create and Read (from Vault, after DLT dissemination) tests 
of a Spectoken from the NBI. 

Yes 

 

Table 3-3 lists the set of tests performed to validate the functionalities implemented by the Portal related 
to Marketplace capabilities. The tests reported have been performed through the Portal interface and 
validate also the integration when interacting with the RSOC (for operations related to resources, services 
and offers management), with the SCLCM (for operations related to SLA, License terms and spectoken 
management) and with SRSD (for operations related to intent-based discovery).  

Table 3-3: Portal functional test set related to Marketplace 

Name Description 
Passed 
(Yes/No/Partially) 

On-board resources 
into the RSOC 

Fetch available assets and on-board new resources into the 
RSOC from the Provider’s Portal interface 

Yes 

On-board services 
into the RSOC 

Fetch available assets and on-board new services into the 
RSOC from the Provider’s Portal interface 

Yes 

Create customized 
SLA and License 
Terms 

Create a customized SLA or License Term from the Provider’s 
Portal interface by editing a Legal Prose Template already 
submitted in the Portal 

Yes 

Create Product 
Offering Price 

Create a product offering price with attached license terms 
from the Provider’s Portal interface 

Yes 

Create Product 
Offering 

Create a product offering and publish it to the marketplace 
from the Provider’s Portal interface 

Yes 

Browse Product 
offering 

Browse the most suitable offerings based on specific criteria 
from the Consumer’s Portal interface 

Yes 

Create Product 
Order 

Place an order on a particular Product Offering from the 
Consumer’s Portal interface 

Yes 

Browse Product 
Order 

Browse all active Product Orders from the Consumer’s Portal 
interface 

Yes 

Terminate Product 
Order 

Terminate a Product order request from the Provider’s Portal 
interface 

 Yes 

Browse Product 
Orders with 
Spectrum resource 

Browse all submitted Product Orders which reference a 
Product Offering where spectrum is included as a resource 
from the Regulator’s Portal interface 

 Yes 

Terminate Product 
Order with 
Spectrum resource 

Terminate any order whose Product Offering contains the 
spectrum as an asset from the Regulator’s Portal interface  Yes 

3.5.2.Platform Operations 

Next, some usage scenarios of the Marketplace prototypes, in conjunction with the underlying DLT, are 
described to validate the system capabilities related to the onboarding of resource and service 
specifications, the creation of additional offers-related components such as prices and customized 
SLA/eLicense contracts, the composition and dissemination of offers, and the ordering of published offers. 
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This report serves not only to demonstrate the attainment of expected capabilities, but to illustrate the 
usage of the platform through the 5GZORRO Portal. 

3.5.2.1. Registration of a spectrum asset 

Spectrum is the only resource type in 5GZORRO that is not self-discoverable and needs to be defined by the 
spectrum resource provider. The spectrum resource provider (in this sample scenario represented by 
Operator-b) with a valid spectrum certificate is allowed to register spectrum assets from the 5GZORRO 
Portal.  

As it can be seen in Figure 3-9, the spectrum resource provider completes a form containing information on 
the start and end frequencies for downlink and uplink, the standardized band, spectrum operation mode, 
and area of application of the to-be-created spectrum asset.  

 

Figure 3-9: Spectrum asset creation view 

This information is submitted to the Spectrum Resource Manager (sRM) component of the 5GZORRO 
platform, which compares this information with all the spectrum certificates registered by the ID&P. If the 
information of the spectrum asset is not found to be within any spectrum certificate, the sRM will return an 
error that will be displayed by the Portal (see Figure 3-10), avoiding the registration of such invalid 
spectrum asset.  



 

Page 53 of 103 

 

Figure 3-10: Spectrum asset creation rejected with invalid frequency range error 

On the contrary, if the information in the spectrum asset is compatible with a valid spectrum certificate, as 
depicted in Figure 3-11, the asset is successfully created and stored in the sRM, for its future retrieval. 

 

Figure 3-11: Portal view on the registration of a valid spectrum asset 

3.5.2.2. Addition of resource and service specifications 

Stakeholder’s assets are defined in their own specific data models and need to be translated to TM Forum’s 
data models to be included in the RSOC as resource or service specifications. To do this, available assets are 
fetched from the Portal, which interacts with the xRM, acting as an abstraction layer on top of the different 
underlying managers, to retrieve such available assets and upon request of onboarding, to translate the 
given asset into a TM Forum resource or service specification.  
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Figure 3-12 shows the 5GZORRO Portal view for onboarding a given asset, spectrum in this case, to the 
Provider domain internal storage of available resources. This operation will trigger the translation and 
subsequent persistence in the Provider RSOC instance. 

 

Figure 3-12: Portal view on the translation of (spectrum) assets to include them as resources or services 
in the RSOC 

As a result, the onboarded (spectrum) resource can be seen in the Portal under the “Resources and 
Services” view, as illustrated in Figure 3-13, becoming available for its inclusion in a subsequent product 
offer. 

 

Figure 3-13: View on the list of available (spectrum) resources in the Provider RSOC 

3.5.2.3. Creation of customized SLA contract 

As previously reported, agreement assets, namely SLAs and Licensing Terms, are created off-ledger and 
then they could be referred by a Product Offering; once this offer is purchased, through a Product Order, 
the SLA correspondent DLT state is created and disseminated among the parties involved in the order 
transaction. Following, the creation of an SLA, from the off-ledger creation on the local-domain SCLCM to 
its usage in a Product Offering and its dissemination in the Marketplace Corda DLT when the mentioned 
offer is purchased (order). 

From the Legal Prose Templates interface in the Portal, a new SLA can be created by filing a previously on-
boarded Legal Prose Template. Upon selecting a template among the ones available (see Figure 3-14), it 
can be filled and a correspondent SLA created through a POST request to the SCLCM (see Figure 3-15). 
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Figure 3-14: Marketplace Portal, SLA creation, available Legal Prose Templates 

 
Figure 3-15: Marketplace Portal, SLA creation, template filling 

Once the template has been filled and submitted an SLA will be created; from the Marketplace Portal all 
the created SLAs are displayed. 
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Figure 3-16: Marketplace Portal, SLA creation, created SLAs 

During the creation of a Product Offering, we can select one of the SLA previously created (Figure 3-17): 

 
Figure 3-17: Marketplace Portal, Product Offering creation, SLA selection 

Once a Product Offering has been created and then purchased with the creation of the corresponding 
Product Order, the latter will be sent to the SCLCM that will start a Workflow towards its own Corda Node 
in order to start the dissemination of the submitted Product Order and the referred agreements, i.e., the 
dissemination of the created SLA on the DLT.  

Figure 3-18 shows the DLT state that has been created and disseminated for the SLA 
YD21AYzihzh1JPtmK1vW1p after an Order that involved a Product Offering with that particular SLA has 
been persisted into the DLT. 
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Figure 3-18: Corda DLT SLA State 

3.5.2.4. Creation of customized e-License contract 

Any Network Function (xNF) as software component onboarded on the 5GZORRO Marketplace can be 
associated with a e-License contract that fully defines the terms and conditions that apply to an individual 
transaction for a xNF. This process takes two steps: first providers create a license contract that will define 
the agreement associated to the transaction, and second, they will define a Product Offering Price which is 
documented on the next validation item. 

The creation process of a customized e-License contract is similar to the one already described for the SLA. 
From the Legal Prose Templates interface in the Portal, a new e-License contract can be created by filing a 
previously on-boarded Legal Prose Template. Chosen a template among the ones available (see Figure 
3-19), the selected one can be filled and a corresponding e-License created through a POST request to the 
SCLCM (see Figure 3-20). 
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Figure 3-19: Marketplace Portal, e-License creation, available Legal Prose Templates 

 

Figure 3-20: Marketplace Portal, e-License creation, template filling 

Once the template has been filled and submitted an e-License will be created and it will be made available 
from the Marketplace Portal. 

3.5.2.5. Creation of offering prices 

A Product Offering Price is a document that defines a pricing mechanism for a service or resource attached 
to a product offering. Essentially, it adds a pricing strategy for the observed usage of the resource or service 
which can be configured to best describe the intended business model of the service provider. This allows 
vendors to configure the best approach to monetize their product:  

• Flat rate is defined by a fixed price for a set of features of the product. Configured via a ONE TIME 
Price Type dropdown in the Product Offering Price view of the Portal.  
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• Pay-as-you-Grow is defined as a price that varies based on the usage of the product. Usage can be 
determined based on various metrics of the product like number of instances of a xNF or an 
application-level metric. Configured via a USAGE Price Type dropdown in the Product Offering Price 
view of the Portal. 

• Subscriptions are similar to flat rates but the right to use the purchased product offer needs to be 
renewed at a known interval. Configured via a RECURRING Price Type dropdown in the Product 
Offering Price view of the Portal. 

Figure 3-21 shows an example that is used for a spectrum offer, considered a subscription type of plan. 

 

Figure 3-21: Creation of a Product Offering Price in the Portal 

In the case of a software service or resource, the portal offers an additional section under the “License 
Related Fields” dropdown visible on the bottom right corner of Figure 3-21. These advanced fields show 
what kind of limits, if any, are applicable to the current transaction. Figure 3-22 shows the complete UI for 
the case of a network service which is configured based on a pay-as-you-grow plan. In this case, the 
network service (5gzorro_cdn_edge_sec-ns) usage is monitored based on the uptime of the service, one 
hour equals to 1.5€, billed monthly. 
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Figure 3-22: Creation of a Product Offering Price for a xNF 

Figure 3-22 also shows how a software vendor can introduce limitations on the usage of the xNF by 
selecting a maximum number of instances. Lastly, an e-License is selected to define the agreement in a 
human readable document and to include any additional terms, conditions, purpose or definition. The 
creation of this e-License has already been shown in Figure 3-20. 

3.5.2.6. Composition and dissemination of a product offer 

When creating an offer, 5GZORRO stakeholders browse their available resources and services, being able to 
revise their technical specifications in the process. Upon selecting the corresponding resource or service 
specification to be offered over the Marketplace, providers need to indicate complementary information, 
such as name, description, location, category and validity period. Already created offering prices can be 
browsed and attached to the offer. Similarly, an existing SLA contract can be associated to the offer. With 
all this info assembled a creation request is forwarded from the Portal to the RSOC, which interacts with 
ID&P for the generation of a unique DID and with SRSD for the classification of offer. Subsequently this 
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offer creation request is delegated to the SCLCM for its commitment into the Marketplace ledger and the 
dissemination of this new offer cross-domain towards all the Marketplace parties. 

Figure 3-23 shows the first part of the aforementioned offer creation flow, in which the provider selects a 
spectrum resource for the composition of a spectrum type of offer. 

 

Figure 3-23: Selection of a spectrum resource for composing a spectrum product offer 

The subsequent view of this flow is shown in Figure 3-24, in which general offer information is provided 
together with the selection of the offering price and the SLA contract to be associated with such spectrum 
offer.  
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Figure 3-24: Associating product price and SLA to spectrum product offer 

In the case of spectrum product offers, a Derivative SpectokenType is also created at the provider domain 
as part of the offer creation flow. This Derivative Spectoken stems from the Primitive Spectoken the 
spectrum product offer was bound to. As the offer creation request gets to the SCLCM, this module 
performs some validations on the spectrum product offer information against the associated Primitive 
Spectoken to ensure that the Derivative Spectoken information is contained within the ranges of the 
Primitive Spectoken. Once the SCLCM ensures that the information in the offer is correct, the Derivative 
SpectokenType is generated and the flow for offer creation can be completed. On the contrary, if the 
validation fails the offer creation is not performed returning an indicative error. 

Figure 3-25 shows the Derivative SpectokenType information as it can be retrieved from the Marketplace 
DLT vault, containing the spectrum technical information that includes starting and ending frequencies, 
duplex mode, start and expiration dates of the license, radio access technology bounded to the band, and 
country; together with information specific to the generated SpectokenType such as its unique ID, its 
maintainer DLT node (i.e. the spectrum offer provider, which is this sample scenario is represented by the 
OperatorB), and its contract ID. 
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Figure 3-25: Derivative SpectokenType information retrieved from the DLT vault 

After the successful creation of a product offer, the details of the considered offer can be reviewed from 
the Portal. Figure 3-26, Figure 3-27 and Figure 3-28 depict the information provided in the different tabs 
view for the created product offer. 

 

Figure 3-26: Details of the created spectrum product offer under the tab for general description 
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Figure 3-27: Details of the created spectrum product offer under the tab for resource specification  

 

Figure 3-28: Details of the created spectrum product offer under the tab for price  

The successful creation of a product offer also implies the execution of additional integration actions that 
are performed by the platform under the hood. This is the case of the generation of a unique DID assigned 
by ID&P to the offers and its online classification performed by the SRSD, module that is further detailed in 
Section 4.5.  

Likewise, once offers are created, they are disseminated cross-domain via a combination of DLT updates 
and events notifications in the Kafka bus, representing the Intra-Domain Communication Fabric, pushed by 
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the SCLCM, to which the different RSOC instances are subscribed and act upon in order to populate their 
databases with the new offer information. To corroborate this procedure, Figure 3-29 shows the same 
Spectrum Offer but from the Portal view of another party, in this case the Operator-c. Note that in the 
performed search, a filter is indicated from the Portal to discover only available offers with the Spectrum 
Category, which is implemented at the RSOC.  

 

Figure 3-29: Spectrum product offer retrieved from the Operator-c Portal 

3.5.2.7. Ordering of published product offer 

At the consumer domain, published offers can be discovered as previously showcased and subsequently 
ordered. After performing a selection, the consumer places a request specifying the corresponding offer 
together with the order description and requested offer consumption period. This procedure is depicted in 
Figure 3-30. 

 

Figure 3-30: Spectrum product order creation view 
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Unlike product offers, the orders are only disseminated on a need-to-know basis, which means that in 
addition to the consumer the order is only retrieved and persisted at the RSOC of the provider domain, 
from where it can be fetched by the Portal. Likewise, in the particular case of spectrum related orders, also 
the Regulator domain is informed about the new order. 

In the case of ordering a spectrum offer, a Derivative Spectoken NFT is issued to the ordering party. This 
Derivative Spectoken NFT relates to the Derivative SpectokenType associated to the spectrum product 
offer. Figure 3-31 shows the Derivative Spectoken NFT information as it can be retrieved from the 
Marketplace DLT vault. We can see that it contains a reference to the associated Derivative SpectokenType 
and to the holder DLT node (i.e. the spectrum consumer, which is this sample scenario is represented by 
the OperatorC). 

 

Figure 3-31: Derivative Spectoken NFT information retrieved from the DLT vault 

3.5.2.8. Composition of a Network Service Offer based on previously ordered VNFs 

A multi-stakeholder marketplace such as the one offered by 5GZORRO introduces the ability to compose 
complex offers of services that leverage on resources and services from other providers. Relying on the 
relationship between orders and offers and the ability to compose bundled offers, the portal allows a way 
to create, for example, an offer for a network service which is built as the combination of previously 
ordered VNFs. This process is shown in Figure 3-32 and Figure 3-33 which leverage the fact that the 
existence of an order means that there is already a smart contract in place that governs the agreement 
between the VNF provider and the network service provider. Thus, the network service provider can 
compose a new offer with its own specification, product offering price and e-license to be later used in an 
order transaction with an end service consumer. 
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Figure 3-32: Creation of bundled Product Offer 

 

Figure 3-33: Bundled Product Offerings in the RSOC 
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4. Cross-domain Analytics & Intelligence for AIOps 
Platform Prototypes 

The 5GZORRO Cross-domain Analytics & Intelligence for AIOps Platform is responsible for realizing the 
envisioned AIOps for AI-driven operation of 5G network resources, slices, and services as described D3.3 [2]. 
5GZORRO Analytics & Intelligence for AIOps Platform Prototype described in this deliverable is realised as a 
set of software modules that together provide services to facilitate data-driven zero-touch automation 
throughout the 5GZORRO environment.  

As shown in Figure 4-1, that represents the AIOPs Platform Architecture, some software modules, e.g., the 
Monitoring Data Aggregator or MDA, logically belong to specific Provider’s domain and must be deployed 
and operated by their owning Provider. Other modules, such as the Operational Datalake Platform and the 
Cross Domain Analytics and Intelligence Services are logically centralized and belong to 5GZORRO platform 
as a whole, while the deployments can differ so that each provider runs and operates a local copy of the 
cross-platform service for reasons of redundancy and high availability. These software modules 
communicate over 5GZORRO communication fabric (mainly Kafka) and also rely on other cross platform 
services described in this document, the Governance Platform Services to access identities and permissions 
and the Marketplace Platform to access details of various marketplace objects such as stakeholder, offers, 
SLAs, etc. 

 

Figure 4-1: 5GZORRO Cross-domain Analytics & Intelligence for AIOps Platform Architecture 

In what follows this section describes the software modules implemented as part of Cross-domain Analytics 
& Intelligence for AIOps Platform Prototypes, namely the Operational Data Lake platform in section 4.1, the 
Monitoring Data Aggregator Service in section 4.2, the SLA Monitoring Service in section 4.3, the Intelligent 
SLA Breach Presictor Service in section 4.4, and the Smart Resource and Service Discovert Application in 
section 4.5. In addition, section 4.6 covers the validation tests performed as part of platfrom integration 
efforts. 
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4.1.Operational Data Lake 

We use the term Operational Data Lake to include the Data Store and the surrounding tools to perform all 
the required data processing operations according to the AIOps approach. 

As shown in the following figure, 5GZORRO Operational Data Lake is composed of multiple building blocks, 
described below: 

1. Data Storage for storing the data; for simplicity we choose to use the object storage system for all the 

data types. 

2. Messaging and streaming capabilities for communication across different components. 

3. Metadata service for annotating the data and imposing the common domain specific data model. 

4. Analytics tools to support data scientists in their work creating and training domain specific models, 

feature engineering, etc. 

5. Data Transformation tools to efficiently process large amounts of data. 

6. API service to support data providers that create new data, data consumers that consume data, create 

new datasets, and operators that manage data processing workflows. 

7. Runtime system to host all the components; we use a cloud native runtime enriched with advanced 

capabilities for workflow management, eventing, and serverless execution. 

 

Figure 4-2: 5GZORRO Operational Data Lake 

The following specific choices were made to implement the Operational Datalake Prototype in 5GZORRO. 

For runtime, we employ k8s [18], an open-source system for automating deployment, scaling, and 
management of containerized applications and Argo Workflows [28], an open-source container-native 
workflow engine for orchestrating parallel jobs on k8s. 

For Data Storage, we use Minio [29], an open-source software storage platform which implements object 
storage on a single distributed computer cluster. 

For messaging and streaming, we use Apache Kafka [30], a distributed streaming platform for publishing 
and subscribing records as well as storing and processing streams of records. This is used as part of the 
5GZORRO communication fabric. 
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For data transformation and analytics, we use Apache Hadoop [26], a framework that allows for the 
distributed processing of large datasets across clusters of computers using simple programming models and 
Apache Spark™ [27], a unified analytics engine for large-scale data processing. 

For metadata service, we have created a simple custom data catalogue component sufficient for 
demonstrating capabilities required by 5GZORRO use cases. We use a PostgreSQL [15] database to store 
the index of the metadata.  

For the API service, we expose the URLs of the Data Lake components and provide additional API server 
endpoints to serve the Data Lake specific APIs (details below). 

4.1.1. Main Functionalities 

In 5GZORRO, we have the following specific use case: 

1. Ingest monitoring data. 

2. Provide services for easy consumption of ingested monitoring data. 

3. Perform some analytics to detect or predict violation of SLA. 

4. Perform actions to be performed upon detection or prediction of SLA violation. 

 

Figure 4-3: Datalake Usage Example 

We implemented several services specific to the 5GZORRO environment to support the above scenario. 

• Data Ingestion 

• Data Lookup 

• Data streaming 

Metrics data is sent to Data Ingestion Service. This data is stored directly in the Object Store for future 
reference. In parallel, the data is sent to the Data Catalog/Lookup Service to be indexed so that specific 
data can be found in the future based on various identifiers (such as productID). An additional data path is 
provided by the Data Streaming Service, in which users of the Data Lake may receive filtered data (based or 
productID) in real-time, as the data arrives. The SLA Monitoring and ISBP use this streamed data, in real-
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time, to detect or predict an imminent SLA breach. These services are discussed in more detail in the 
following subsections. 

4.1.2. Prototype Implementation 

4.1.2.1. Datalake Server 

The Datalake Server is implemented as a Swagger/OpenAPI REST API in python. The main operations 
supported by the Datalake Server are: 

• Create, Get, Delete a user (a 5GZORRO stakeholder or operator) 

• Create, Get, Delete a pipeline 

• Create, Get, Delete a service 

A user of the Datalake services may be any 5GZORRO stakeholder, including Operators, Service Providers, 
Infrastructure Providers, etc. Once a user is registered with the Datalake Server, the user is provided with a 
list of predefined services available in the Datalake, and the user may then manage pipelines and services 
on top of the Datalake infrastructure. The full API is specified in reference [31]. Upon user registration, 
typical information returned looks like depicted in Figure 4-4. 

 
Figure 4-4: Datalake user registration API response 

Each user is provided with a pair of (Kafka) topics (userInTopic and userOutTopic) which he may use for any 
kind of communication. There is a predefined pipeline to ingest data to be stored in the Datalake, and the 
user is provided with a (Kafka) topic to which the data may be sent for ingestion 
(resourceMetricsIngestPipeline). Upon ingestion, the data is indexed and is then stored in a user-specific 
bucket in object store. The various services available from the Datalake are returned to the user in the form 
of URLs. These include the addresses of the k8s cluster, the Kafka server, the S3 object store, as well as 
other services that the Datalake provides. Source code is available at [32]. 

4.1.2.2. Data Ingestion Pipeline 

The Data Ingestion Pipeline receives json data on its Kafka topic in the following format. 
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Figure 4-5: Example of Data received by Data Ingestion Pipeline 

The module verifies the proper structure of the provided data and places the data in the object store 
location (bucket). The data is then output to be processed by the next stage in the pipeline, which performs 
indexing of the data, so that it may be easily located. This module is written in python and is packaged as a 
Docker container. Source code is available at [33].  

4.1.2.3. Data Lookup Service 

The index of ingested data is stored in a local PostgreSQL database and allows lookup based on the various 
fields: productID, resourceID, instanceID, transactionID. Given an ID, the server returns a list of matching 
monitoring data entries and their locations in the object store. The full API is available and described at [34]. 
The Data Lookup Service is implemented as a Swagger/OpenAPI REST API in python and is deployed as a 
Docker container on the k8s cluster. Source code is available at [35]. 

4.1.2.4. Data Streaming Service 

It is sometimes desirable (as for the ISBP module to detect an imminent SLA breach) to receive the 
monitoring data is received, rather than extracting history from the Datalake Lookup service. This is 
provided by the Data Streaming Service (DSS).  

The DSS is implemented as a Swagger/OpenAPI REST API in python and is deployed as a Docker container 
on the k8s cluster. Its API allows the registering and unregistering a module to receive streamed data based 
on a specified productID. Whenever monitoring data with the specified productID is detected, that 
monitoring data is streamed directly to a (Kafka) topic provided by the registered module. In this way the 
registered module receives exactly those monitoring data items that are of interest in a timely manner.  

The full API is at [36]. Source code is available at [37].  

4.2.Monitoring Data Aggregator 

The Monitoring Data Aggregator (MDA) is a module that has emerged to have all related data fetching, 
processing, synthetization, and aggregation functionalities into a single, dedicated intelligent functional 
block, starting from the initially conceived "Data Ingestion and Transformation Application" module design 
concept. 

MDA is responsible for collecting data provided by each Resource and Service Provider of the platform for 
the resources and services that are controlled by said Operator. This data is then aggregated and stored in 
the Data Lake in a suitable manner to perform the desired analytics to keep track of resource usage and to 
predict/track SLA violations. 
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4.2.1. Main Functionalities 

The MDA component is characterized by having the following main functionalities:  

• Collect provided data by a Resource/Service Provider. 

• Enable aggregation of data in customizable ways, according to a received configuration. 

• Encrypt data to be sent by using signatures. 

• Push monitoring data over time (if specified) towards the Data Lake, to enable monitoring 
operations made by other components. 

One of the main workflows where the MDA has a key participation, is in regard to SLA Monitoring and SLA 
breach detection/prediction. The following Figure 4-6, showcases the interactions the MDA module has 
with some 5GZORRO components, and the operations that it does, in the context of the SLA Breach 
Detection scenario. 

A configuration containing the desired metrics to be processed is performed by the Network Slice and 
Service Orchestration (NSSO) component. Then, monitoring data is collected from the xRM for each 
relevant resource and service. Afterwards, the data is aggregated over time and, after storing it on the Data 
Lake, it’s used to detect or predict possible SLA violation.  

The interfaces and software components must provide the aggregated data and the ability to match the 
metrics from a provided resource to the SLA it supports. For that, the ISSM receives a new product offer 
instantiation request from actor, then it requests the resource instantiation from the NSSO. The NSSO will 
then trigger the whole workflow that was previously described. 

 

Figure 4-6: MDA applied to SLA Breach Detection 
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4.2.2. Prototype Implementation 

In this section are presented and described the main interfaces for management of monitoring 
configurations, and respective information models. 

The module source code, in regard to the technical implementation, is available online at [38]. Moreover, it 
includes the GitHub workflows for an automatic update of the component packages, the used OpenAPI, 
and some ‘dummy’ components for testing the workflows locally. Deployment files related to Docker and 
k8s deployments are also available. Inside GitHub’s wiki, there’s the 'Deploy MDA per Operator' page, 
where it’s described how to deploy the MDA per operator in k8s, using a script. 

MDA relies on FastAPI’s OpenAPI support to expose the API REST Controller and its provided services to be 
used primarily by the NSSO. The interactive endpoints can be overviewed by accessing the root of the 
hosted module, as shown in Figure 4-7. These operations are related with configs management by NSSO, 
like startAggregateMetric, stopAggregateMetric and lookupMetricsByReference. The other functionalities, 
like postMonitoringData, are run in automatic processes. These processes receive the configs and execute 
the readers, aggregators and send all data to the Data Lake. 

 

 

Figure 4-7: MDA OpenAPI 

4.3.SLA Monitoring 

The SLA Monitoring service collects and analyses monitoring data from the Datalake and uses this data to 
detect SLA violations in real time. Furthermore, it keeps a record of the SLAs of all the active contracts to 
periodically consume resource metrics. Upon occurring SLA violations, the service provider can be notified, 
and countermeasures can be proactively taken to maintain the desired QoS for an offered service. This 
service works closely with the DLT and Smart Contracts to realise trustworthy SLA governance.  

4.3.1. Main Functionalities 

SLA Monitoring starts operating as soon as a contractual agreement is signed in the marketplace. The MDA 
module is configured to collect resource monitoring data. These data are then submitted to a Kafka 
streaming service, exposed by the DataLake module. SLA Monitoring service waits for new SLA events in 
the Datalake and then subscribes to the Datalake streaming service to receive the respective monitoring 
data. SLAs of all the active contracts are kept internally. SLA Monitoring analyses the monitoring data and 
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compares the metrics (SLIs) such as availability or response time, with the thresholds in SLAs, in order to 
detect SLA violations. Such violation notifications are subsequently propagated to the smart contract for 
the purposes of re-calculating SLA status. 

We can divide the SLA Monitoring functionalities and operational workflow into two phases: 

• The preparation phase (Figure 4-8) - is used to define what SLAs are being monitored. This flow 
begins with an SLA event being sent to the Datalake (more specifically to the Kafka streaming 
service exposed) and it includes fetching the product from the TMF Catalogue and consequently 
the SLA from the SCLCM. Additionally, the component subscribes to the Datalake in order to 
receive the respective monitoring data. The SLA is stored in an intermediate storage so as to reduce 
the necessary calls to external components. 

 

Figure 4-8: SLA Monitoring Preparation Phase 

• The monitoring phase (Figure 4-9) - at this stage, the Data Lake streams the monitoring data to SLA 
Monitoring and the latter analyses this data by comparing the metrics (SLIs) with the thresholds 
defined in SLOs of SLAs, in order to detect SLA violations. Other components can subscribe to the 
SLA Monitoring output topic in the Datalake to receive notifications about the SLA Violations. 

 

Figure 4-9: SLA Monitoring Monitorization Phase 
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4.3.2. Prototype Implementation 

SLA Monitor is a web service written in JavaScript, using Node.js open-source server environment. It uses a 
publish/subscribe communication paradigm and is divided into 4 submodules:  

1) consumer.js which contains two kafka consumers that receive and process SLA Events and Monitoring 
data events respectively;  

2) producer.js that contains logic for a kafka producer;  

3) redis.js that serves as an intermediate storage for the SLAs;  

4) external.js that contains logic that connect to external components (fetch SLAs and subscribe to 
Datalake).  

There are two SLA Monitoring topics: 1) sla-monitoring-topic-in used to consume Monitoring data events; 
and 2) sla-monitoring-topic-out to where the violation event is pushed. 

The SLA Monitor module is deployed in each k8s cluster of 5GZORRO testbeds.  

The source code along with the details of SLA Monitor functionalities and instructions on how to deploy can 
be found on 5GZORRO Github page, using the reference [39]. Deployment files related to k8s deployments 
are also available.  

The SLA violation references the product offer and SLA in which the violation was detected, the specific rule 
that was violated and the actual value that was verified. 

Table 4-1: SLA violation Information Model  

Parameter Type Description 

id string Id of the SLA violation 

productDID DID The identifier of the product offer to which the violation relates 

sla   

 id String Id of the SLA 

 href String Url value of the SLA  

rule  Details of the rule breached 

 id String Unique identifier of the metric 

 metric String Reference of metrics stored in the Service Provider “Metric Library” 

 unit String Unit of measure of metric 

 referenceValue String Reference value of the metric 

 operator String Operator used when calculating the rule 

 tolerance String The tolerance value when the threshold is crossed. 

 consequence String Action to be applied as a result of a threshold crossing 

violation  Details of the violation 

 actualValue String The value recorded for the breach 

4.4.Intelligent SLA Breach Predictor 

The creation of an SLA triggers a closed-loop automation cycle whose intent is to provide quality of service 
insights concerning the service provisioned by the provider. The cycle begins with the MDA continuously 
requesting monitoring data on the resource specified in the SLA as discussed above. The cycle is 
complimented by the Intelligent SLA Breach Predictor (ISBP) module. 

4.4.1. Main Functionalities 

The ISBP module is a Data Lake component, whose main task is to analyse the monitoring data provided by 
the MDA. Should the analysis show that a deviation of the subject service’s performance is likely, an alert is 
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produced that is dispatched to the relevant component for possible further actions. This analysis is 
conducted using a Machine Learning (ML) model which is the main actor behind the module’s main and 
secondary feature. These features, in order, are: 

• SLA Breach Prediction: Each of the monitoring data provided by the MDA correspond to only one 
SLA. Therefore, ISBP needs to be aware that a new SLA has been activated, in order to start a 
prediction pipeline based on this SLA’s attributes. For that reason, ISBP is actively waiting for new 
SLA events on a message queue to consume. Upon such an event, ISBP creates an internal structure 
to hold the details of the SLA in order to correlate incoming monitoring data, and potentially to 
adjust the ML model and/or the SLA details, if the SLA itself is modified during its lifecycle. After 
that, ISBP periodically requests monitoring data of that SLA from the Data Lake storage service. As 
discussed, these monitoring data contain metrics on the resource specified in the SLA. These 
metrics, which are accumulated in a first-come-first-served basis by ISBP, are then used as input on 
the ML model which then predicts the next metric in the sequence. Lastly, the predicted value is 
compared against the threshold determined by the SLA. If that threshold is found to be violated, a 
breach notification is then constructed that contains all the relevant information needed for the 
component that will receive it to decide whether to take action or not. This workflow is visible in 
Figure 4-10. 

 

• ML Model training: In parallel with the above operation, every new prediction is also compared 
against the next metric that is received by ISBP. This is because for every prediction, there is an 
actual metric captured by MDA that it corresponds to. This comparison yields an accuracy value 
that is added to the accuracy values of the previous steps. After enough number (e.g., 10) of these 
values are aggregated, their median is used to assess the ML model’s performance. If this 
performance is found to be less than what can be accepted, ISBP triggers an operation that uses a 
fraction of the monitoring data to re-train the model in order to achieve better performance. 
Otherwise, no action is taken. 

Additionally, a REST interface is also available that accept requests concerning one or more prediction 
pipelines. The response, in JSON format, contain the requested pipeline’s details like the current status 
of execution, SLA details and ML model details. 

 

Figure 4-10: SLA Breach Prediction Workflow 
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4.4.2. Prototype Implementation 

The ISBP module is a web service written in Python, using the FastAPI library for developing REST 
applications. It consists of three loosely coupled submodules that interact with each other via a REST 
interface: 1) the main submodule that contains the REST interface, the Kafka message queue consumer and 
the functions for managing the SLA pipeline, 2) the submodule that conducts the prediction operation 
which it subsequently sends to the main submodule and 3) the submodule that executes the training 
operation. All submodules have access to the same ML model database from which they execute 
read/write operations. The above description is depicted in Figure 4-11. 

 

Figure 4-11: ISBP Component Architecture & Interactions 

It should be noted that the training submodule is implemented as a python job that is triggered upon a 
certain event, enabled by the Argo Workflows framework. Additionally, the prediction submodule is also a 
FastAPI service with a single REST endpoint that accepts a configuration in order to generate predictions. 
This service has all ML libraries loaded in memory during start-up to minimize the latency between 
consecutive predictions. The main submodule of ISBP as well as the prediction module, are deployed on a 
k8s cluster as deployments, while the training module is triggered as an individual pod every time there is a 
need for the operation. 
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The source code along with instructions on how to deploy and use ISBP can be found at [40].  

Additionally, in the following figures, the data format of the communication paradigm described in the 
previous section is provided. Figure 4-12 depicts the format of the SLA event that is initially received by 
ISBP in order to trigger a prediction pipeline. Figure 4-13 depicts the response of the Data Lake storage 
service containing the latest monitoring data acquired by the MDA. Finally, Figure 4-14 shows the breach 
notification pushed by ISBP. All messages are formatted in JSON. 

 

Figure 4-12: SLA format 

 

Figure 4-13: Data Lake response containing the latest monitoring data acquired by the MDA 
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Figure 4-14: Breach notification message 

4.5.Smart Resource and Service Discovery Application 

The 5GZORRO architecture aims to facilitate multi-party collaboration in dynamic 5G environments where 
Operators and Service Providers often need to employ 3rd party resources to satisfy a contract. To do so, 
Resource Providers make their resource offers available for sharing by advertising them through the 
5GZORRO Marketplace. These resources belong to different parts of the 5G network, such as the Mobile 
Core/Cloud, the RAN, as well as the mobile or infrastructure edge resources.  

As previously stated, stakeholders acting as assets consumers interact with the Marketplace, and in 
particular with the services provided by the RSOC (Section 3.2), to obtain the set of product offers available 
and suitable to satisfy their need. While this approach may be sufficient, it leaves to the customer, not only 
the decision of what 3rd party resources are the most appropriate to use, but also the fine-grained 
searching over provided offers in order to find the ones that best match some particular scenario or 
optimization criteria, which quite often may imply more complex trade-offs.  

To complement this and enforce the zero-touch capabilities of the 5GZORRO platform, the Smart Resource 
and Service Discovery (SRSD) application allows obtaining a customized subset of resources that best satisfy 
the consumer expectations. Specifically, the aim of this component is to enable a programmatic and intent-
based discovery by using smart selection techniques based on ML.  

4.5.1. Main Functionalities 

The SRSD module aims to provide the marketplace with functionalities that allow the intelligent discovery 
of offers available. More in particular, the module enables the automated identification and selection of 
multi-party resources on a marketplace composed by various types of resources and services. To fulfil this 
objective, the functionalities of this module are mainly provided by two main submodules: 

• Intent-based framework, which allows translating high-level requests specified by the end-users in 
human language into particular technical specifications to be mapped into offers available in the 
marketplace across various stakeholders. The translation phase is an AI-driven process, powered by 
a Natural Language Processing (NLP) model. 

• Offline clustering and online classification ML models, which aim to first (offline) identify patterns 
across a set of available training offers, and then (online) classify and identify the incoming offers to 
be registered into one of those patterns, in order to speed up the search process in the 
marketplace started by the intent-based framework when a new resource demand request is 
received. 
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These two submodules satisfy the specifications, functional and technical requirements defined in D3.3 [2]. 
The support for both AI-based model for off-line clustering and on-line prediction, together with the intent-
based API, enable the automated discovery and smart categorization of resources offers per type (compute, 
storage, network, RAN), format (physical, virtual), slice segment (core, RAN, transport, edge), location, 
offered price and other set of distinct capabilities such as specific indicators related to SLA.  

A sample of the internal workflow associated to the submodules composed de SRSD application is 
displayed in Figure 4-15, in the particular case of holding two stakeholders in the marketplace. The modules 
interact through REST APIs and share a set of non-structured databases for the exchange and storing of 
information with respect to the clusters defined and the synthetic categories assigned to the incoming 
offers at the marketplace, and that are used by the intent-based module to attend the users’ requests. The 
next subsection provides a more detailed information on the definition of such databases.  

 

Figure 4-15: Sample workflow of the SRSD 

4.5.2. Prototype Implementation 

In SRSD application two subsystems are utilized. One for the realization-translation of the user intent and 
one for the clusterization of the product offers. Also, the mapping between the two submodules is also an 
integral part of the application, as the intent is matched to suitable clusters and then the corresponding 
offers are returned to the user. Note that for each cluster item its distance from the initial query is 
estimated, which in combination with trust scores or other arbitrary criteria, is used to rank returned 
results. 

For the realization of the user intent, a Domain specific language (DSL) approach was followed. DSL 
frameworks are utilized for building language models, which focus on the specifics of the language used by 
the application, rather than generating a more generic natural language. This approach allows for a more 
robust, efficient and less error prune platform than traditional NLP techniques. RITA [44] (NLP) framework 
based on Apache UIMA RUTA was used, a language tool focused on writing manual definition or rules that 
are application specific. The pattern recognition subsystem used, was the spaCy [45] ML back-end system, 
an open-source software library for advanced NLP, written in the programming languages Python and 
Cython, that compiles the intents into spaCy compatible patterns. 

The GitHub repository of the main SRSD application containing the intent recognition and the mapping of 
the user intent to the corresponding clusters is provided at [41]. 
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The returned product offers are returned sorted by their trust score which is computed by sending the 
selected offers to 5G-TRMF (5G-enabled Trust and Reputation Management Framework) module, by an 
integral Rest http communication bus. 

For the ML classification, both the clustering and the classification ML models are developed in Python, 
using open-source and widely available libraries. The clustering model is based on the conjunction of two 
main types of models, namely Factorial Analysis of Fixed Data (FAMD) and K-Means. The former aims to 
reduce the dimensionality of the wide range of features of each offer type, while the second takes the 
reduced dataset produced by the FAMD algorithm to generate the clusters. The algorithms are 
implemented taking as basis the Scikit-learn [46] (sklearn) library for ML pre-processing, training and 
validation. Conversely, the classification method is based on a set of random forest ML models built using 
the H2O library [42]. Each random forest model is associated to a specific offer type, as it was the case of 
the clustering algorithm. Different from other libraries, H2O allows defining classification models able to 
process at the same time both numerical and categorical libraries, which makes it an excellent choice for 
the purpose of this smart SRSD.  

For information storing, both the classification and the intent-based ML models rely on MongoDB 
databases. Such databases are often shared between both modules, since the interaction across them is 
key for the success of the application. In particular, the management of the databases is performed as 
described in the operations detailed in Table 4-2. 

Table 4-2: Database relationship on the SRSD application 

Database name Description  Data type  Operations 

srsd-clusters-db - Contains a set of collections, 
one per each offer category in 
the RSOC. 

- Each collection contains a 
table showing, as many rows 
as the number of clusters 
identified, and as many 
columns as the number of 
features used to create the 
clusters. 

- Each cell in the table 
represents the centroid of the 
cluster (average of all the 
points contained in the 
cluster) for a given cluster 
number and feature. 

Tables, 
Structured 
data 

- The clustering ML model creates 
the database and updates the 
information when the clusters are 
regenerated. 

- The intent-based module reads 
the values of the clusters when a 
request is received at the 
marketplace to match the user’s 
translation with cluster features. 

srsd-clusters-
dev-db 

- Contains a set of collections, 
one per each offer category in 
the RSOC. 

- Each collection contains a 
table showing, as many rows 
as the number of clusters 
identified, and as many 
columns as the number of 
features used to create the 
clusters. 

- Each cell in the table 
represents the average 

Tables, 
Structured 
data 

- The clustering ML model creates 
the database and updates the 
information when the clusters are 
regenerated. 

- The intent-based module reads 
the values of the clusters when a 
request is received at the 
marketplace to calculate the 
minimal distance between the 
translation made and the cluster 
numbers matching it. 
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deviation of the cluster for a 
given cluster number and 
feature (computed as the 
average deviation between 
each point contained with 
respect to the centroid). 

offers-catalogue-
db 

- Contains a set of collections, 
one per each offer category in 
the RSOC. 

- Each collection contains the 
original offer introduced in the 
marketplace plus an additional 
field indicating the cluster 
number on which it has been 
classified within a certain offer 
type. 

Json files, 
Structured 
data 

- When receiving a new offer at the 
marketplace, the smart resource 
and service discovery application 
stores the received data in the 
corresponding collection of the 
database, adding the cluster 
assigned according to its offer 
category. 

- The intent-based module also gets 
access to this database to gather 
the offers related to a certain 
cluster and return them to the 
user when receiving a certain 
request. 

srsd-models-db - Contains a set of collections, 
one per each offer category in 
the RSOC. 

- Each collection contains the 
clustering and classification 
ML models generated for each 
type of offer. 

Bytes, 
Unstructured 
data 

- When receiving a new offer at the 
marketplace, this database is 
accessed by the smart resource 
and service discovery application 
to gather the required 
classification ML model according 
to the offer type. 

- The database is also accessed 
during maintenance of the ML 
models, upgrading first the 
clustering and then the 
classification model. 

 

In terms of deployment, the application is deployed in a k8s cluster as a Docker-container endpoint.  

4.6.Validation Tests 

This subsection reports the tests performed to validate the different operations supported by the Datalake 
and Cross-domain Analytics & Intelligence for AIOps components and their interactions. For each 
component, we document the set of functional tests executed, and we provide some usage scenarios 
illustrating the joint operation of the components. 

4.6.1.Functional Tests 

Table 4-3 lists the set of tests performed to validate the functionalities implemented by the Operational 
Data Lake. The basic API allows users to register/unregister. Once registered, the user is able to use other 
Datalake services, such as data ingestion and lookup, and data streaming services. Shell scripts are provided 
to test the basic operations of each of these services. The Datalake provides the ability for a user to define 
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their own pipelines and services. These same capabilities are used to set up some predefined pipelines and 
services, such as the streaming service. 

Table 4-3: Operational Datalake functional test set 

Name Description 
Passed 
(Yes/No/Partially) 

Datalake Server API  Create/Delete/List registered users; Create/Delete/List 
pipelines; Create/Delete/List services 
See shell scripts in 
https://github.com/5GZORRO/datalake/tree/master/experi
ments 

Yes 

Datalake Ingestion 
Pipeline and Lookup 
Service 

Generate monitoring data to ingest; verify it can be looked 
up by the various fields: productID, resourceID, 
transactionID, etc. 

See shell scripts in 
https://github.com/5GZORRO/datalake/tree/master/service
s/catalog 

Yes 

Datalake Streaming 
Service 

Allow module to register and to receive monitoring data 
based on productID. Tested by integration with the SLA 
Monitoring component. 

Yes 

 

Table 4-4 lists the set of tests performed to validate the functionalities implemented by the MDA for 
monitoring data and storage on the Data Lake. The tests reported are the result of the integration with the 
NSSO component (see D4.3 [21]), which sends the required configuration to enable data collection & 
aggregation. For the data storage part, MDA triggered an automatic process to send the aggregated data to 
Data Lake, according to the topic on the configuration sent by NSSO. 

Table 4-4: MDA functional test set 

Name Description 
Passed 
(Yes/No/Partially) 

Post Monitoring 
Data 

Operator provides monitoring data, which is saved in the Data 
Store and which is also forwarded to the aggregator. 

Yes 

Aggregate 
Monitoring Data 

Process accumulated monitoring data and aggregate into a 
form that is consumable by other components. 

Yes 

Start Aggregate 
Metric 

Specify a particular metric that we want to aggregate. 
Yes 

Stop Aggregate 
Metric 

Specify a particular metric that we want to stop to aggregate. 
Yes 

Lookup Metrics By 
Reference 

Obtain list of aggregated metrics that pertain to specified 
productID. 

Yes 

 

Table 4-5 lists the set of tests performed to validate the functionalities implemented by the SLA Monitoring 
module. The tests performed validate the integration of the SLA-monitoring component with the necessary 
external components, namely the ISBP to start monitoring new SLAs, the RSOC to retrieve the SLA 
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information based on the product, the SCLCM to retrieve the SLA details and last but not least the Datalake 
to which we subscribe and publish information to. 

Table 4-5: SLA Monitoring functional test set 

Name Description 
Passed 
(Yes/No/Partially) 

Trigger SLA 
Monitoring service  

Receive an SLA event and trigger the subscription of the 
Product to the Datalake in order to receive the respective 
monitoring data. 

Yes 

SLA Monitoring  Execute the SLA Monitoring process by comparing the metrics 
(SLIs) with the thresholds defined in SLOs of SLAs, in order to 
detect SLA violations. 

Yes 

Publish SLA 
Violation 
Notification 

Notify relevant components when a threshold specified in the 
SLA is exceeded and a violation is detected. Yes 

 

Table 4-6 lists the set of tests performed to validate the functionalities implemented by the ISBP. The tests 
were conducted before, during and after integration sessions that included modules such as Data Lake, 
ISSM and MDA. The interaction between the modules and ISBP was done mainly through Kafka messages, 
while some of it also took place via HTTP. The success of the test was determined, by comparing the 
content of the logs of ISBP against the expected outcome. 

Table 4-6: ISBP functional test set 

Name Description 
Passed 
(Yes/No/Partially) 

Trigger prediction 
service  

Create a prediction service with every new SLA event. Every 
metric received is correlated with a service based on its 
source. 

Yes 

Generate 
predictions 

Generate time series predictions using pre-trained ML 
models, taking the incoming metrics as input.  

Yes 

Notify in case of 
SLA breach 
prediction 

Notify relevant components when a prediction exceeds the 
threshold specified in the SLA. Yes 

 

Table 4-7 lists the set of tests performed to validate the functionalities implemented by the SRSD. These 
tests validate the services exposed by the SRSD being consumed by other 5GZORRO platform modules 
(such as the Marketplace Portal and RSOC). In terms of internal interactions, the intent-based discovery 
submodule queries the SRSD’s MongoDB in order to retrieve clustering information and index offers of 
interest. SRSD also requests trust information about the offers of interest from the 5G-TRMF, which affects 
the ranking of the offers that SRSD returns. 

Table 4-7: SRSD application functional test set 

Name Description 
Passed 
(Yes/No/Partially) 

Predict Offer Classify an offer based on pre-computed clusters, resulting in Yes 
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a new entry added to the application database with classified 
offers. 

Remove Classified 
Offer 

Remove a classified offer from the application database 
(because of the offer being no longer available on the 
Marketplace). 

Yes 

Clusters Generation Generate new clusters offline and update the classifier model 
for online prediction. 

Yes 

Discover Offers Discover available offers based on high-level intents that are 
translated into the corresponding clusters. 

Yes 

Trust Service  Request the assessment of multiple Product Offers to the 5G-
TRMF so as to compute their trust scores and return and 
sorted list. 

Yes 

4.6.2.Platform Operations 

Next, some usage scenarios of the AIOps prototypes and Data Lake are described to validate the system 
capabilities related to the intent-based discovery, the aggregation of monitoring data, the SLA monitoring 
and the intelligent SLA breach prediction. 

4.6.2.1. Intent-based discovery of offers 

The capability for intent-based discovery supported by the SRSD is directly provided to the Portal users via 
the integration of this module with the Marketplace Portal (described in Section 3.4). In order to do so, in 
the Search Offers view, an Advanced Search textbox is available for the user to type an intent and request 
this intelligent searching service. The request will be made to SRSD’s endpoint, which will process the 
intent, by initially recognizing the user’s intention by using the NLP model it utilizes internally. Then it will 
use the clustering information about the offer category identified in the intent and match the user’s intent 
with the available offers. After processing the available offers, SRSD will reply back to the Portal with a 
JSON object containing the selected orders, which are displayed in the Portal view.  

This module supports the 7 offer categories considered in 5GZORRO, i.e., 5 resource types (cloud, edge, 
RAN, spectrum, and VNF) and the 2 service types (network service and slice). The following figures from 
Figure 4-16 to Figure 4-22 illustrate the execution of this operation for each offer category, including also 
the location in the intent. In the portal, the user clicks on Offers and then Advanced Search. The user types 
the intent in the textbox and hits the search button. The reply of SRSD will be a list of ranked offers, which 
will be displayed in the portal, along with relevant information per offer. If no offer is found, then no data 
will be shown. 
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Figure 4-16: Intent request for a Cloud Offer send to SRSD’s endpoint through Operator-A Portal. 

 

Figure 4-17: Intent request for an Edge Offer send to SRSD’s endpoint through Operator-A Portal. 
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Figure 4-18: Intent request for a RAN Offer send to SRSD’s endpoint through Operator-A Portal. 

 

Figure 4-19: Intent request for a Spectrum Offer send to SRSD’s endpoint through Operator-A Portal. 



 

Page 89 of 103 

 

Figure 4-20: Intent request for a VNF Offer send to SRSD’s endpoint through Operator-A Portal. 

 

Figure 4-21: Intent request for a Slice Offer send to SRSD’s endpoint through Operator-A Portal. 
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Figure 4-22: Intent request for a Network Service Offer send to SRSD’s endpoint through Operator-A 
Portal. 

As a sub-step of the intent-based discovery process, the SRSD module forwards a set of product offers to 
the 5G-TRMF so as to classify them based on reputation scores. In this vein, the 5G-TRMF carries out a 
thorough analysis of POs and their providers to figure out how trustworthy each available candidate is. As 
can be seen in Figure 4-23, the 5G-TRMF sends all offers back to the SRSD ranking from highest to lowest 
level of trust and reputation. Note that, D4.4 explains in detail the whole lifecycle of the 5G-TRMF as well as 
internal steps to compute the final trust scores. 

 

Figure 4-23: Trust-based product offer ranking 

4.6.2.2. Pipelines creation for a transaction  

The Datalake DSS was tested by integrating it with the ISBP component as illustrated in Figure 4-4. The 
following sequence of operations occurs. 



 

Page 91 of 103 

1. The ISBP component registers with the Datalake Server by invoking the createService API. For this, it 
provides the stakeholder ID and credentials, as well as a reference to the container that 
implements the ISBP functionality. 

2. The Datalake Server processes the request and, given the request is valid, instantiates the service 
and returns the new service ID as well as the URLs for its basic communication services provided by 
the Datalake, including the input and output topics URLs as well as a port for accessing the Datalake 
DSS. 

3. The ISBP component registers with the DSS to receive the streamed metrics data related to a 
specified product ID over a specified Kafka. 

4. From now on, everything is set up and the following processing steps are added to the data 
processing pipeline for the aggregated metrics data that arrives on the Datalake Ingestion service. 

o The specified metrics data is forwarded to the DSS. 

o The DSS filters the data based on a configured productID and forwards the appropriate 
data to the Kafka topic of the ISBP. 

4.6.2.3. Aggregation of monitoring data and storage on the Data Lake  

The aggregation and flow of storing monitoring data in the Data Lake starts with the NSSO sending a 
configuration to the MDA, as shown in Figure 4-24. To aggregate metrics, this config needs some required 
fields for each metric, such as step, step_aggregation and aggregation_method.  

 

Figure 4-24: Creation of monitoring configuration 

Whenever the MDA receives a new configuration, an automatic process runs to read metric values from 
OSM, Figure 4-25, or other source, and this process relies on Step, which is a metric reading interval, saved 
into a database temporarily. 
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Figure 4-25: Requesting of configured metric and its value 

The next automatic process triggered is the application of aggregations, by using the step_aggregation key. 
Here, it will be determined the interval to read data from the corresponding metric. The read values are 
then aggregated according to the aggregation_method key. This aggregation method must include a valid 
mathematical operation, and to do so, one of these methods needs to be specified. These can be: sum, 
average, count, max, min and stddev (standard deviation). 

The aggregation process then ends with sending the aggregated data to the Data Lake, Figure 4-26, 
according to the Kafka topic also received in the configuration. 

 

Figure 4-26: Storage of data on the Data Lake 
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With this data now present in the Data Lake, components such as the SLA Monitoring and ISBP can now 
determine if any irregularity from the received information on, i.e., SLAs, has occurred. 

4.6.2.4. SLA monitoring 

In Figure 4-27 we can see an SLA event being received by SLA Monitoring and the trigger of the preparation 
phase described previously in Section 4.3.1. Figure 4-28 and Figure 4-29 show an example of two messages 
containing monitoring data received by SLA Monitoring from the Datalake and acquired by the MDA. The 
first one shows the inexistence of a violation and the second one shows the violation/breach notification 
produced. All messages are formatted in JSON.  

 

Figure 4-27: New Sla Event 

 

Figure 4-28: Monitoring data without violation 

 

Figure 4-29: Monitoring data with violation 

4.6.2.5. SLA breach prediction  

Figure 4-30 shows the initial configuration received by ISBP through a message queue. The configuration 
contains information that includes the product ID that was instantiated as well as the unique instantiation 
ID that will be used to correlate the incoming monitoring data later. Additionally, the SLA ID is used to 
retrieve the SLA details (monitored metric, threshold, etc.) from the platform repository. 

 

Figure 4-30: SLA event received by ISBP 
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Figure 4-31 shows the reception of the monitoring data with the same transaction ID as in the configuration 
explained in Figure 4-30. After a number (in this case 3) of such metrics are received, a prediction job is 
expected to be launched. 

 

Figure 4-31: Receiving metric with the source specified 

Indeed, a ML model predicts the next value in the sequence as shown in Figure 4-32. It should be noted 
that the input to the ML model(s) is a sliding window of the values, meaning that, for every prediction job, 
the first value of the previous input is discarded and the newest metric received, is added to the series. 

 

Figure 4-32: First prediction generated, specifying the service it refers to. 

Every SLA specifies the threshold of the metric that if exceeded is a violation of the SLA. This number is 
acquired from the SLA repository and every prediction is compared against it. Figure 4-33 shows that a 
prediction of 1636 is produced that exceeds the threshold of 1600 that is specified in the SLA. As a result, 
ISBP encapsulates the prediction number in a message that is dispatched to ISSM for further action. 

 

Figure 4-33: SLA threshold violation predicted 
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5. Installation Procedures 

To facilitate the deployment of the 5GZORRO platform a dedicated activity has been started with aim of 
harmonizing, standardizing, and aligning the installation and deployment steps for the different platform 
elements, and for the different types of stakeholders. 

To achieve this goal, the proposed approach relies on a series of assumptions regarding the underlying 
infrastructure and the organization of the entities and stakeholders within the ecosystem. These 
assumptions include, in particular, the following: 

• The basic deployment infrastructure uses k8s as a platform for the deployment of various 
5GZORRO components and software modules. More k8s clusters may be engaged to host different 
parts of the platform; the deployment model of single components is agnostic to the topology of 
the infrastructure. 

• The interaction between the components deployed relies either on the REST APIs exposed by the 
different components or on the data streams implemented and managed by Kafka that is used as 
message bus between the different components (e.g., with the Data Lake). 

• The deployment of the single components and their dependencies is organized in “profiles” 
representing the stakeholder roles and the cross-domain platform, where the shared components 
are represented.   

In these regards, the implementation of the installation procedures relies on a set of Helm charts [43] that 
capture the deployment scripts for the single components, and group them together according to the 
specific stakeholder profile. Schematically, this approach is represented in Figure 5-1: 

 

Figure 5-1: Hierarch of deployment Helm charts 

In this deployment model the profiles organize single components into logically consistent set of elements 
representing the stakeholders in a specific platform usage scenario or the cross-domain elements used by 
the different stakeholders. Correspondingly, we distinguish the following profiles: 

• Cross-domain platform profile: Represents the cross-domain analytics and intelligence services as 
common elements used for related tasks by all the 5GZORRO domains. 
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• Administrative profile: Represents the components used for the platform governance and for the 
tasks behind the governance activities. It also includes the same capabilities contained in the 
Trader Profile, to allow admin stakeholders to also participate in the resource and service trading. 

• Regulator profile: The set of components that are used by the platform regulator role. Unlike the 
admin profile, provider and consumer capabilities are not expected in the regulator profile.  

• Trader profile: Represents a generic operator participating to the 5GZORRO ecosystem. This profile 
uses the components that are necessary to perform the resource provisioning (Provider activities) 
as well as the resource consumption (Consumer activities).  

Please note that this classification is orthogonal to the platform functionalities and is centred around the 
platform deployment as performed by the different parties. The development of the deployment 
scripts/charts is a current ongoing work that is planned to be finalized by the end of the project and 
published in the project repo.  

5.1.Cross-domain Platform Profile 

This profile includes the components of the platform that provide cross-domain analytics and intelligence 
services and should be deployed as a pre-requisite dependency to all the other profiles. The profile includes, 
in particular: 

• Data Lake components. As described in Section 4.1, this set of components includes a variety of 
the software tools required to persist the data (es., Minio S3 Object Storage, Postgres, MongoDB), 
Metadata services (Data Catalogue and related components and APIs), Workflow managers for the 
pipeline deployment and execution on top of the k8s cluster (Argo). 

• Data and event streaming. To support a variety of scenarios ranging from the monitored data 
collection to the event-based activation of different processes, Apache Kafka (and related HA SW, 
such as Zookeeper) is used and made available across the platform. It is important to note that this 
infrastructural component is used by both the components of the WP3 and those of WP4.  

• Components for Cross-domain Analytics and Intelligence. This includes components such as ISBP 
(Section 4.4) and SLA Monitoring (Section 4.3) and SRSD application (Section 4.5). 

5.2.Administrative Profile 

Administrative profile groups together the components related to the platform governance activities, 
including also the applications required to support the multi-party resource and service trading. This profile 
includes: 

• Governance DLT: The underlying VON Network (based on Hyperledger Indy) used as a supporting 
infrastructure for the Identity and Permission Manager. 

• Marketplace DLT: The underlying Corda Network used to support the realisation of a decentralised 
Marketplace, including the domain node and other common artifacts (e.g., the Notary). 

• Governance & Marketplace Portal: The Web GUI of the operator portal customized to the Admin 
profile configuration, comprising the governance and marketplace-related functionalities. 

• ID&P: In case of Admin Profile, the deployment refers to the Hyperledger Aries Cloud Agent (ACA-
Py) with the Admin profile parameter configuration. 

• LPR: An application used by the other module to manage the legal templates.  
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• RSOC: The implementation of the TM Forum Product Catalogue Offering API. 

• SCLCM: The component used to manage SLA, licensing, and products within the operator profile 
domain and across the underlying DLT. Depends on the Marketplace DLT.  

• MDA. The component used by the profile to collect and store within the Data Lake monitored 
information from resources provisioned at the admin domain. 

5.3.Regulator Profile 

The Regulator profile comprises the components related to some of the governance activities carried out 
by regulators of the network. The profile includes: 

• Marketplace DLT: The Corda DLT node required to participate in the Marketplace workflows in a 
distributed manner. 

• Governance & Marketplace Portal: The Web GUI of the operator portal customized to the Admin 
profile configuration, comprising the governance and marketplace-related functionalities. 

• ID&P: In case of Regulator Profile, the deployment refers to the Hyperledger Aries Cloud Agent 
(ACA-Py) with the Regulator profile parameter configuration. 

• LPR: An application used by the other module to manage the legal templates. 

• RSOC. The implementation of the TM Forum Product Catalogue Offering API. 

• SCLCM. The component used to manage agreements, SLA, licensing, and products within the 
operator profile domain and across the underlying DLT. Depends on the Marketplace DLT.  

5.4.Trader Profile 

The Trader profile comprises the components required for the management of offers and their agreements, 
to support the multi-party resource and service trading. This profile includes, in particular: 

• Marketplace DLT: The Corda DLT node required to participate in the Marketplace workflows in a 
distributed manner. 

• Marketplace Portal: The Web GUI of the stakeholder portal comprising the marketplace-related 
functionalities. 

• ID&P: In case of Trader Profile, the deployment refers to the Hyperledger Aries Cloud Agent (ACA-
Py) with the Trader profile parameter configuration. 

• LPR: An application used by the other modules to manage the legal templates. 

• RSOC: The implementation of the TM Forum Product Catalogue Offering API. 

• SCLCM: The component used to manage SLA, licensing, and products within the operator profile 
domain and across the underlying DLT. Depends on the Marketplace DLT.  

• MDA: The component used by the profile to collect and store within the Data Lake monitored 
information from resources provisioned at the trader domain. 
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5.5.Components Mapping 

The following table summarizes the deployment configurations of the different profiles with respect to the 
components of WP3. 

Table 5-1: WP3 components required per stakeholder role 

 Cross-domain Admin Regulator Trader 

Governance DLT  X   

Marketplace DLT  X X X 

Governance Portal  X X  

Marketplace Portal  X X X 

ID&P  X X X 

LPR  X X X 

RSOC  X X X 

SCLCM  X X X 

MDA  X  X 

Operational Data Lake X    

SLA Monitoring X    

ISBP X    

SRSD X    

 

It is important to note that, besides the aforementioned components, the profiles also include the 
components for zero-touch automation described in WP4 as reported in [21].  
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6. Conclusions 

This deliverable reports on the software prototypes that have been developed to implement the 5GZORRO 
Evolved 5G Service layer functionalities, and which contains the Governance Platform, the Marketplace 
Platform, and the Cross-domain Analytics & Intelligence for AIOps Platform. This document aims at 
summarizing direct mappings of software modules to functional architectural entities presented in 
preceding deliverables from WP2 and WP3 design documents. 

In summary, the document collects supported functionalities and prototype implementation details of the 
software produced within WP3, with links to available documentation and code repositories related to the 
various components released on GitHub. Additionally, validation tests including functional verification 
reports and usage scenarios, together with installation procedures are provided for each one of the 
5GZORRO Evolved 5G Service layer platforms. 

The prototypes presented in this document corresponds to the final release consolidated in the context of 
WP3. Required fixes and adaptations on the various modules derived from ongoing and subsequent 
integration and validation work in WP5 (Validation through Use Cases), will be realized as updates to the 
software code and documentation material included in corresponding GitHub repositories. 
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8. Abbreviations  

AIOps Artificial Intelligence for IT operations  
CNF Cloud Native Function 
DID  Decentralized Identifier 
DIF Decentralised Identity Foundation 
DLT Distributed Ledger Technology 
DSS Data Streaming Service 
EC  European Commission 
eLM e-Licensing Manager 
ID&P Identity & Permissions Manager 
ISBP Intelligent SLA Breach Predictor 
ISSM Intelligent Slice and Service Manager 
k8s Kubernetes 
LPR Legal Prose Repository 
MDA Monitoring Data Aggregator 
ML Machine Learning 
NBI Northbound Interface 
NFT Non-Fungible Token 
NFV  Networks Function Virtualization 

NLP Natural Language Processing 
NSMM Network Service Mesh Manager 
NSSO Network Slice and Service Orchestrator 
ODH Open Data Hub 
RAN Radio Access Network 
RSOC Resource and Service Offer Catalogue 
SBI Southbound interface 
SCLCM Smart Contract Lifecycle Manager 
SLA Service Level Agreement 
sRM Spectrum Resource Manager 
SRSD Smart Resource and Service Discovery 
VC Verifiable Credential 
VNF Virtual Network Function 
VPN Virtual Private Network 
W3C World Wide Web Consortium 
WP Work Package 

xNF Any Network Function 
xRM Any Resource Manager 
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